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Abstract

My Ph.D. research mainly focuses on two distinctive aspects of light: the

secure communications enabled by the quantum nature of light, and the

computational spatio-temporal characterization of terahertz pulses. In the

first topic, my study aims to enhance the secure key rate in free-space quan-

tum key distribution with orbital-angular-momentum (OAM) encoding. In

the second topic, I focus on developing generic characterization methods to

efficiently measure the spatio-temporal structure of terahertz (THz) pulses.

In the first chapter, we give a brief review on the Shannon information

theory, principles of QKD and the development of OAM QKD in the past

decade. Major challenges in this research area will be addressed as well. In

the second chapter, we focus on the disclosure of optimal information car-

rier in OAM QKD, which aims to improve the transmission efficiency and

robustness against atmospheric turbulence. In chapter three, we discuss the

security loophole in OAM QKD when the dimensionality of the encoding

space and communication distance are large, and provide our solution to

mitigate it. In chapter four, we present our study of the mitigation of at-
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mospheric turbulence in free-space OAM QKD through the use of adaptive

optics, aiming to improve the fidelity of transmitted quantum states. Two

different communication links are studied under different conditions. Based

on our observation, a prototype AO system designed exclusively for OAM

QKD is proposed. A summary and the outlook of free-space OAM QKD will

be present in chapter five.

We turn to discuss the computational characterization of THz pulses in

the remaining chapters. A brief introduction of THz techniques and the con-

cepts of single-pixel imaging as well as compressive sensing be presented in

chapter six. In the seventh chapter, we focus on the spatial measurement

of THz fields. By developing the concept of probe-beam encoding, a simpli-

fied system with an improved flexibility and stability is demonstrated using

computational algorithms. In chapter eight, we propose a new concept of

ultrafast sensing: temporal single-pixel imaging, and demonstrate its effec-

tiveness for both the THz and optical bands. In chapter 9, we summarize

our development in THz sensing and propose a possible direction to achieve

single-pixel hyperspectral imaging.
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Chapter 1

Introduction to high-dimensional OAM
quantum communication

1.1 Orbital angular momentum states

The relation between spin angular momentum and polarization has been

studied for more than one hundred years [29]. As a comparison, it was not

clear that how orbital angular momentum (OAM) is related to the light field

until the breakthrough work done by Allen et al. in 1992. They explicitly

showed that a light field with an azimuthal phase structure of exp(i`θ), for

example Laguerre-Gaussian (LG) modes, carries `~ units of OAM, where θ

is the azimuthal coordinate and ` is an integer denoting the OAM quantum

number. Due to the phase singularity on the optical axis, this distinctive

azimuthal phase structure also leads to a topological charge equal to ` [30].

Therefore, OAM states, the light fields carrying OAM, are sometime known

as vortex states. The possible applications of OAM states have been studied

in both classical and quantum regimes for years [15, 16, 31, 32, 33, 34, 35, 36,
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37, 38, 39, 40, 41, 42, 43, 44]. Before we start discussing the applications of

OAM states in quantum key distribution, it is convenient to introduce some

basic properties of OAM states.

Under the paraxial approximation, a generic classical description of a

scalar light field u(r, θ, z) carrying OAM can be written in the following

form:

u(r, θ, z) = A(r, z) exp(i`θ) exp(iφ(r, z)), (1.1)

where r is the radial coordinate and z is the longitudinal coordinate. A(r, z)

is the slowly varying amplitude distribution of the light field with rotational

symmetry, and exp(iφ(r, z)) represents the radial and longitudinal phase.

One can easily verify the orthogonality of these OAM carriers by calculating

the inner product of two light fields u1(r, θ, z) and u2(r, θ, z):

〈u1(r, θ, z), u2(r, θ, z)〉

=
∫ ∞

0

∫ 2π

0
u∗1(r, θ, z)u2(r, θ, z)drdθ

=
∫ ∞

0

∫ 2π

0
A∗1(r, z) exp(i`1θ) exp(−iφ1(r, z))×

A2(r, z) exp(−i`2θ) exp(iφ2(r, z))drdθ

=δ`1`2 ,

(1.2)

where δ`1`2 is the Kronecker delta. Therefore, OAM states are inherently

orthogonal regardless of the amplitude distribution A(r, z) and the phase

structure exp(iφ(r, z)). Hence, different choices of A(r, z) and exp(iφ(r, z))
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will yield various sets of modes carrying OAM, which will be discussed in

details in chapter 2.

1.2 Shannon information theory

Due to the internal orthogonality of OAM carriers, these vortex states nat-

urally span an infinitely large Hilbert space, which is ideal for information

encoding. To clearly illustrate how to use OAM states to encode informa-

tion, we firstly start with a brief introduction of basic concepts in Shannon

information theory and quantum cryptography.

Modern information theory was formally established by Claude Shannon

in his paper "A mathematical theory of communication" [45]. A generic

communication system consists of three parts: the transmitter (traditionally

named Alice), a physical channel which the information is transmitted, and

the receiver (traditionally named Bob). An eavesdropper who tries to attack

the communication system and steal information is also assumed with a code

name Eve. A simple schematic of this communication system is shown in

Figure 1.1.

To perform a successful communication, Alice has to first encode informa-

tion onto a physical particle. This process is endowing symbols with abstract

meanings which have been preassigned. A natural and concrete example is

language. People use characters, sounds and tones as symbols to represent

different meaning in information exchanging scenarios such as conversations
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Figure 1.1: Schematic of a typical communication system proposed by Shan-
non.

and letters. In the communication system proposed by Shannon, Alice and

Bob select a list of symbols to use and assign different meanings to each

symbol. As an analog of language, this list is called the alphabet X. If we

define the probability of finding a specific symbol x ∈ X in a particle encoded

by X is p(x), the Shannon information H(X) carried by this particle is:

H(X) =
∑

p(x)logb(1/p(x)) = −
∑

p(x)logb(p(x)), (1.3)

where b is the base of logarithmic function and determined by the unit of the

information. For example, we choose b = 2 when we measure the information

in bits. It is worth noting that the Shannon information H(X) is also known

as Shannon entropy due to the analogy to the entropy in thermodynamics.

If all N symbols have the same probability p(x) = 1/N , Eq. (1.3) will reduce
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to a much simplified form:

H(X) =
∑

p(x)logb(1/p(x)) = log2(N). (1.4)

Here we have taken b = 2 to quantify the information in bits.

With Eq. (1.3), if we assume the alphabet used by Alice is A, we can

quantify the information encoded on a particle by Alice as H(A). However,

the amount of information that Bob can measureH(B) would not be identical

to H(A) unless the channel and measurement are ideal, i.e. the channel and

measurement are free of loss and error. Note that the loss and error can

be either induced by Eve or by the imperfect system. If the carrier is lost,

H(B) will be null since no physical particle is successfully transmitted. If the

error exists either in encoding, transmission or decoding phase, the desired

information will be misrepresented. For simplicity, we assume that Alice

prepares a symbol a where a ∈ A, and Bob measures a symbol b where

b ∈ B. Based on Eq. (1.3), the information obtained by Bob from his

measurement can be quantified as:

H(B|A = a) = −
∑
b

p(b|a)log2(p(b|a)), (1.5)

where p(b|a) is the conditional probability. Then the average or expected
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information obtained by Bob can be found as:

H(B|A) =
∑
a

H(B|A = a) = −
∑
a,b

p(a)p(b|a)log2(p(b|a)). (1.6)

When b 6= a, H(B|A) denotes the error information which should be elim-

inated. Therefore, the mutual information, or more specifically Shannon

mutual information, shared by Alice and Bob per particle after the commu-

nication is defined as the difference between the ideal information obtained

by Bob and the error information:

IA,B ≡ H(B)−H(B|A)

= −
∑

p(b)log2(p(b)) +
∑
a,b

p(a)p(b|a)log2(p(b|a)).
(1.7)

In real experiments, p(b) is usually unknown and p(b|a) is directly measured.

Considering the preknowledge of p(a), it is always convenient to replace p(b)

with the relation:

p(b) =
∑
a

p(b|a)p(a). (1.8)

Thus, we can find the relation between mutual information IA,B and measur-

able conditional probability p(b|a) by substituting Eq. (1.8) into Eq. (1.7):
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IA,B =−
∑

p(b)log2(p(b)) +
∑
a,b

p(a)p(b|a)log2(p(b|a))

=−
∑
a,b

p(b|a)p(a)log2(
∑
a1

p(b|a1)p(a1))+

∑
a,b

p(a)p(b|a)log2(p(b|a))

=
∑
a,b

p(a)p(b|a)log2( p(b|a)∑
a1 p(b|a1)p(a1))

(1.9)

Again, if the system is free from error and loss, Eq. (1.9) can be reduced

to Eq. (1.4). Note that, even though Shannon mutual information is con-

sidered ’classical’, the quantum mutual information, i.e. the von Neumann

information, will be the same as Shannon mutual information when the den-

sity matrix under study is decomposed into its eigenstates.

In a generic communication scenario, the error rate for each symbol, i.e.

p(b|a) for each {a, b} ∈ {A,B}, is not of our interest, and hence we can

simply use error rate Q denoting the total error rate for all misrepresented

symbols. As a natural consequence, it is also convenient to define fidelity F ,

which denotes the probability that the measured symbol is identical to the

prepared one, as:

F ≡ 1−Q. (1.10)

Assuming that no symbol-dependent error and loss are present, we can sim-
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plify Eq. (1.9) by substituting Q into it:

IA,B =
∑
a,b

p(a)p(b|a)log2( p(b|a)∑
a1 p(b|a1)p(a1))

= log2N +Qlog2
Q

N − 1 + (1−Q)log2(1−Q)

= H(B)−H(Q),

(1.11)

where H(Q) is the Shannon entropy of error rate Q. Eq. (11) is a more

widely used equation than Eq. (1.9), and we will use it in the following

chapters to calculate the secure information in quantum cryptography. It is

worth addressing, once more, that Eq. (11) is only valid on the condition

that symbol-dependent error and loss can be ignored. In the third chapter,

we will show that this condition does not hold for OAM-based quantum

cryptography in a realistic channel when the encoding dimensionality is large

and the communication distance is long.

1.3 Quantum key distribution

As depicted in Fig. 1.1, the communication channel can be attacked by an

eavesdropper Eve, and as a consequence, one challenge in classical commu-

nication is protecting the information against eavesdropping. The standard

approach is encrypting the information with a set of secure, unique but ran-

dom keys shared only between Alice and Bob. By implementing this method,

the information transmitted in the channel becomes meaningless to Eve un-
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less she can decrypt these symbols with correct keys. Thus, the security in

the communication relies on the generation of secure keys. In the traditional

communication, the security of keys relies on the computational complexity,

which is simple to understand: the longer the key is, it is harder for Eve to

decipher. In the past century, this strategy worked well until the concept of

quantum computing being announced by Richard Feynman in 1982 [46]. De-

ciphering a long string of keys, which can take a unreasonably long time on a

classical computer, becomes unchallenging to a quantum computer due to the

superposition nature of quantum states. Hence, the traditional encryption

strategy will provide no protection to communication systems in the future.

Luckily, along with the birth of quantum computer, quantum cryptography

comes into the sight of public. Quantum key distribution (QKD) is consid-

ered to be one of the most promising and practical applications of quantum

cryptography [47, 48, 49]. It uses the quantum nature of light to distribute

secure keys between Alice and Bob, which would be used to further encrypt

desired information for communication purpose.

1.3.1 Difference between classical information and quan-
tum information

In classical communication, a particle, i.e. a photon in optical communica-

tion, is only encoded with one symbol. For simplicity, we assign bit 0 to

the photon in state |0〉 and bit 1 to the photon in state |1〉. Both states are

orthogonal and presented in Dirac notation. Thus, one single measurement
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can determine the state of this photon, either in state |0〉 or |1〉.

However, in quantum world, we can prepare the photon in a superposition

state of the two:

|φ〉 = c1 |0〉+ c2 |1〉 , (1.12)

where c1 and c2 are normalized complex coefficients satisfying the relation:

|c1|2 + |c2|2 = 1. |φ〉 represents a quantum bit in quantum information the-

ory, which is usually known as qubit. These qubits carry richer information

than classical bits, which can be revealed only if the appropriate quantum

measurement strategy is chosen.

When Bob follow the same strategy as in the classical communication,

i.e. measures such a qubit using either |0〉 or |1〉, he cannot reveal the full

information encoded on this photon. His outcomes would be probabilistic

with a probability |c1|2 of finding |0〉 and a probability |c2|2 of finding |1〉,

and the phase information has lost. We will rigorously show this as below.

This measurement procedure, i.e. projecting the unknown state onto

basis states, is called projective measurement. The rigorous description of

projective measurement starts with a projective operator P̂ :

P̂ =
N∑
n

λn |ψn〉 〈ψn| , (1.13)

where λn is the eigenvalue and |ψn〉 are orthogonal eigenstates forming a N-

dimensional Hilbert space. In the example given above, |ψn〉 are |0〉 and |1〉.

The operator |ψn〉 〈ψn| is called projector p̂, which projects the measurable
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state onto the basis state. Hence, the expectation value of projecting the

state |φ〉 onto state |0〉 can be found as:

p(0) = Tr(ρ̂p̂0) =
∑
n=0,1

〈n|φ〉 〈φ|0〉 〈0|n〉 = |c1|2, (1.14)

where ρ̂ is the density matrix and Tr represents trace operation. Since the

trace of a matrix is invariant under unitary transformation, the resulting

expression is independent of the basis choice.

The projective measurement mentioned above is in principle identical

to classical measurement: project one unknown state onto orthogonal basis

states |0〉 or |1〉. The problem is obvious if we expand ρ̂:

ρ̂ = |φ〉 〈φ|

= |c1|2 |0〉 〈0|+ c∗1c2 |1〉 〈0|+ c1c
∗
2 |0〉 〈1|+ |c2|2 |1〉 〈1| .

(1.15)

Since each projector is Hermitian, one cannot distinguish ρ̂ from a mixed

state ρ̂m:

ρ̂m = |c1|2 |0〉 〈0|+ |c2|2 |1〉 〈1| . (1.16)

Thus, the coherence in the quantum state ρ̂ cannot be measured by these

classical-like projective measurement strategy, leading to the loss of informa-

tion.

If |c1|2 = |c2|2, Bob can project his state |φ〉 onto the orthogonal basis:

|φ±〉 = c1 |0〉 ± c2 |1〉). (1.17)



CHAPTER 1. INTRODUCTION TO HIGH-DIMENSIONAL OAM
QUANTUM COMMUNICATION 12

By following the calculation shown in Eq. (1.14), we can find that p(|φ+〉) = 1

and p(|φ−〉) = 0. Thus, this measurement can directly identify |φ〉 without

losing any information.

Instead, for a generic case where |c1|2 6= |c2|2, we can still measure the

phase information by projecting the state |φ〉 onto other sets of orthogonal

basis. Here are two examples:

|φ±〉 = 1√
2

(|0〉 ± |1〉), (1.18)

|ψ±〉 = 1√
2

(|0〉 ± i |1〉). (1.19)

Following the trace calculation in Eq.(1.14), we can find:

p(|φ±〉) = Tr(ρ̂p̂|φ±〉) = 1
2 ± Re[c1c

∗
2] (1.20)

p(|ψ±〉) = Tr(ρ̂p̂|ψ±〉) = 1
2 ± Im[c1c

∗
2] (1.21)

Thus, one can find the real and imaginary part of c1c
∗
2 from the calculation

above. In general, by projecting the state |φ〉 onto the superposition state of

|0〉 and |1〉, we can extract more information than the classical strategy.
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H/V basis D/A basis
symbol 0 1 0 1
state |H〉 |V 〉 |D〉 |A〉

Table 1.1: Encoding binary symbols on polarization states following BB84
protocol.

1.3.2 Basic concepts of QKD and mutually unbiased
bases

QKD was firstly proposed by Bennett and Brassard in 1984, and their pro-

tocol is named as BB84 [50]. For simplicity, only the BB84 protocol will

be discussed in this dissertation. In this scheme, Alice assigns symbols to

several sets (at least two) of orthogonal basis which are mutually unbiased.

She randomly choose one basis to encode her photons and then transmit the

prepared photons to Bob. At the receiver side, Bob also randomly choose his

measurement basis to measure those photons. Once these two legitimate par-

ties have a long string of measurement results, they announce their choice of

bases of each measurement and discard those events where the measurement

bases are not identical to the prepared bases. After this sifting process, Alice

and Bob will announce one section of their sifted key to estimate the error

rate. This error rate will be used to perform error correction and privacy

amplification to get the final secure keys.

One simple example of using polarization encoding is shown in table 1.

The definition of |D〉 and |A〉 states, in terms of |H〉 and |V 〉 states, are:
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|D〉 = 1√
2

(|H〉+ |V 〉), (1.22)

|A〉 = 1√
2

(|H〉 − |V 〉). (1.23)

Thus, we can find that the square of the magnitude of the inner product

between any state in H/V basis and any state in D/A basis is 1/2. Since the

inner product is independent of choice of states, we call these two bases are

mutually unbiased bases (MUBs).

The security of QKD relies on the use of MUBs due to the non-cloning

nature of single photons [51]. When Eve intercepts a photon sent by Alice,

she can either prepare a new one based on her measurement result and sent

it to Bob, or just transmit it. Obviously only the former choice can acquire

information. However, when Eve measures this photon, she has to randomly

choose her basis due to the lack of preknowledge of Alice’s basis choice. Once

the wrong basis is selected, as we discussed in section 1.3.1, her projective

measurement will degrade to a classical-like measurement strategy. In this

case, with a 50% probability as shown above, her measurement will inevitably

project the photon onto a state in the other basis. For example, if she measure

a photon in |H〉 using D/A basis, she will project that photon either in |D〉

or |A〉 with the same probability equal to 50%. Therefore, as we have shown

before, Eve’s measurement will result in the loss of information so that she

cannot get access to the full information prepared by Alice. In additional,
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when she sends a new photon based on her measurement result to Bob, her

action will lead to an additional error at Bob’s side. Once the error exceeding

the upper bound of the error rate, this abnormal error rate will be found by

Alice and Bob in the error estimation phase, which reveals the existence of

Eve. If Eve only measures a small portion of photons, the error rate can be

lower than the error rate threshold. But that part of information will also

be erased out by Alice and Bob in error correction and privacy amplification

phases. Thus, Eve’s attack either gets no information shared by Alice and

Bob, or exposes the existence of her attack.

1.3.3 Secure key rate and error threshold for a d-dimensional
QKD system

In the example discussed in the last section, we only show the simplest QKD

system with a 2-dimensional encoding Hilbert space, i.e. binary encoding. In

real applications, a high dimensional encoding system with a d-dimensional

encoding Hilbert space is more favorable, and we will show its advantages in

this section.

The most important parameter in QKD is the secure key rate, which is

defined as the secure information shared by Alice and Bob per second [52]:

r ∝ ηµr∞, (1.24)

where η is transmission efficiency of the communication link and µ is the
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photon rate. r∞ stands for the secret key fraction for an infinitely-long key,

which indicates the amount of secure information encoded per photon. It

is worth noting that for a high-dimensional QKD system with d > 2, one

can use at most d − 1 MUBs to provide more protection. However, since

the improvement is relatively subtle and finding a set of d− 1 MUBs for an

arbitrary d is still under research, we only discuss the 2-MUBs QKD in this

dissertation. In the 2-MUBs case, r∞ can be found as [53, 54]:

r∞ = H(B)−H(Q)−HE(Q), (1.25)

where H(B) − H(Q) is just Eq. (1.11) with N = d. HE(Q) denotes the

potential information leaked to Eve based on the error rate induced by her

attack. Thus, the critical part in security analysis is finding the upper limit

of HE(Q). To guarantee the security, we have to contribute all errors to Eve’s

attack, leading to an expression of HE(Q)[53, 54]:

HE(Q) = −Qlog2
Q

d− 1 − (1−Q)log2(1−Q), (1.26)

which is the same as the information induced by pure error H(Q). By substi-

tuting Eq. (1.11) and Eq. (1.26) into Eq. (1.25), we can find the final form

of secure key fraction of a d-dimensional QKD system [48, 49, 53, 54, 55]:

r∞ = H(B)−H(Q)−HE(Q)

= log2d+ 2[Qlog2
Q

d− 1 + (1−Q)log2(1−Q)].
(1.27)
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d 2 3 4 5 7 11
Qmax 11.00% 15.95% 18.93% 20.99 % 23.72% 26.82 %

Table 1.2: Error rate threshold Qmax for a d-dimensional QKD system as a
function of dimension d.

Since a negative r∞ has no physical meaning, we can find the upper bound of

error rate Q as a function of dimension d by setting r∞ = 0. Some examples

are shown in Table 1.2. Obviously, a larger d will lead to a higher error

threshold, which indicates a better robustness against eavesdropping and

system imperfections. Meanwhile, as shown in Figure 1.2, for a given error

rate, a higher encoding Hilbert space will yield a larger secure key fraction r∞,

resulting in a higher photon efficiency. Thus, high-dimension QKD systems

are more desirable than the simple binary encoding in real applications.

1.4 Development of OAM QKD

As what we discuss in chapter 1.1, OAM states, denoted by its OAM quantum

number `, are orthogonal regardless of its radial amplitude and phase distri-

butions. For simplicity, we will use Dirac notation |`〉 to denote OAM state

with OAM quantum number equal to `. Unlike the binary encoding space

spanned by the polarization degree of freedom, the Hilbert space spanned by

OAM states is infinitely large, which is ideal for high-dimensional information

encoding. Thus, OAM becomes a promising candidate for high-dimensional

QKD, and the development of OAM QKD has been almost two decades.
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Figure 1.2: Secure key fraction r∞ as a function of error rate Q for different
encoding dimension d.

The first announcement of implementing OAM states into quantum infor-

mation field was proposed by Molina-Terriza et al. in 2001 [56]. They showed

that these vortex states |`〉 can be well engineered qudits for high-dimensional

quantum information systems. After this work, numerous studies were de-

veloped to achieve high-dimensional QKD.

Even though the first OAM-based high-dimensional entanglement source,

with d = 3, was developed by Vaziri et al. in 2002 [31], the most widely

used source for OAM QKD is attenuated coherent state with decoy states

[48, 49, 57]. To prepare OAM states with arbitrary `, one needs to use

computer-generated digital hologram to add helical phase front to the fun-
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damental Gaussian state. This process is usually achieved by using phase

only liquid crystal on silicon-spatial light modulators (LCOS-SLM) with a

slow modulation rate, which is usually about 60 Hz. In 2013, Mirhosseini

et al. developed a method of encoding phase and amplitude structures onto

photons with digital micromirror devices (DMDs) [58]. These amplitude-only

spatial light modulators are faster (up to 20 kHz) and more economical than

LCOS-SLMs, which provides a more realistic way to encode OAM states on

photons. A faster photon rate can be achieved by multiplexing the outputs

of several static spiral phase plates or DMDs.

Efficiently measuring OAM states had been a critical issue in OAM com-

munity since early 90s. Traditional projective measurements via forked diffrac-

tion gratings can measure only one OAM state |`〉 at a time [31, 32, 33, 34].

If a large encoding space is implemented, such a procedure will require lots

of photons to raster scan the OAM spectrum. Thus, this approach is not

only inefficient, but also impractical for QKD. The first lossless OAM sort-

ing technique was demonstrated in 2002 by Leach et al. at the University of

Glasgow [59]. They implement a `-dependent interferometer to sort even and

odd OAM states. By cascading multiple interferometers, four OAM states are

efficiently separated and measured. The effectiveness of such an OAM state

sorter has been used in some proof-of-principle OAM QKD experiments with

up to four OAM states [40]. Unfortunately, due to the challenges in cascading

multiple OAM interferometers, this method has not proved to be effective

for any larger encoding space. A more effective and efficient approach was
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initially proposed by Berkhout et al. in 2010 and significantly improved by

Mirhosseini et al. in 2013 [60, 61]. The idea is transforming the `-dependent

azimuthal structure into `-dependent transverse position. Such a transfor-

mation is achieved by using Cartesian to log-polar transformation, which

is accomplished by two phase plates. After the transformation, each OAM

state |`〉 will acquire a `-dependent tilt phase. By performing the Fourier

transform, different OAM states will be projected to a different transverse

locations, and then be collected separately by an array of fibers. The crosstalk

is about 80% in the original design [62], and then be further enhanced to 92%

by copying the beam in the Fourier plane, which is achieved through adding

two additional phase plates [61]. The crosstalk can be further reduced to a

lower level by adding more copies, which enables an efficient and effective

sorting of OAM states and its MUB angular (ANG) basis suitable for high-

dimensional OAM QKD. A more compact design, which only consists of two

phase plates, is demonstrated in 2017, showing a more robust and concise

OAM sorter [63].

By combining the techniques mentioned above, the first high-dimensional

OAM QKD with d = 7 was demonstrated by Mirhosseini et al. in 2015 [52].

By encoding information in the OAM and ANG bases, a channel capacity of

2.05 bits per sifted photon is achieved in a 2-m long link. A simple demon-

stration of the robustness against intercept-and-resend attack is performed

showing the advantage of high-dimensional encoding. A fiber-based OAM

QKD system has been demonstrated as well in 2019 [40]. A 4-dimensional
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OAM encoding space is implemented in a 1.2-km-long fiber communication

link. Thus, the proof-of-principle demonstration of high-dimensional OAM

QKD has been illustrated, and the urgent goal in the OAM QKD community

is trying to achieve high-dimensional QKD in a long-distance communication

link.

While efficient and high-fidelity fibers for high-order spatial modes are un-

der investigation [40, 41, 42, 43, 44], OAM QKD in free-space links remains

desirable due to the greater flexibility in applications, larger mode volume

and the lower loss. Thus, the first half of this dissertation will focus on

the high-dimensional OAM QKD in a long-distance free-space communica-

tion link. The first urgent task is finding the optimal information carrier in a

given communication link. As what we discuss in section 1.1, the choice of the

amplitude distribution A(r, z) and the phase structure exp(iφ(r, z)) will not

hurt the orthogonality of OAM states. Thus, by finding the optimal A(r, z)

and exp(iφ(r, z)), one can optimize both the transmission efficiency and the

robustness against atmospheric turbulence of the OAM carrier. The second

part will focus on the investigation of security problems in a long-distance

free-space OAM QKD system when a large encoding space is implemented.

The existence of state-dependent diffraction in OAM states will lead to state-

dependent efficiency and phase. Even though this effect is not evident when

either the encoding space is small or communication distance is short, a secu-

rity problem which cannot be ignored will rise up when a real long-distance

OAM QKD system with a large encoding space is under consideration. The
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last part will focus on the mitigation of atmospheric turbulence in free-space

OAM QKD using adaptive optics, which has been a long-standing problem

for both classical and quantum free-space OAM communication.
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Chapter 2

Finding the optimal information car-
rier in a turbulent channel

An efficient communication in a given free-space link usually requires the

development of a specific communication mode. Even though the study

of OAM communication mode in vacuum has been investigated [64], the

chocie of the optimal OAM carrier in a turbulent channel is still unknown.

Therefore, a systematic comparison of different OAM carriers, in terms of the

transmission efficiency and the robustness against atmospheric turbulence, in

a turbulent channel is necessary, and we will develop a numerical simulation

to perform a comprehensive study on this topic in this chapter.

2.1 Candidate OAM carrier

As what we discuss in Section 1.1, the orthogonality of OAM states does not

rely on the amplitude distributionA(r, z) and the phase structure exp(iφ(r, z)).

Therefore, we can optimize the performance, in terms of transmission effi-
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ciency and the robustness against atmospheric turbulence, of an OAM car-

rier in a given free-space link by finding the best combination of A(r, z) and

exp(iφ(r, z)).

The simplest light field carrying OAM is the one with a top-hat amplitude,

i.e. a uniform amplitude and phase distribution with a circular beam shape:

u(r, θ, z) =


exp(i`θ)exp(ikz) for |r| ≤ R

0 for |r| > R
, (2.1)

where R is the radius of the field. This set of states is named as Pure Vortex

(PV) states.

In the case that the field is prepared with a square amplitude distribu-

tion, we name these fields as Plane Wave (PW) states. The mathematical

description can be found as:

u(x, y, z) =


exp(i`θ)exp(ikz) for |x|&|y| ≤ L

0 for |x|&|y| > L
. (2.2)

Here, for simplicity, we use Cartesian coordinates to give a concise form of

PW states.

A more complex but well-known set of states carrying OAM is LG states,

which has been mentioned in Section 1.1. This set of states is the eigenstate of

a circularly symmetric cavity, and is described by two indices: OAM quantum
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number ` and radial quantum number p:

u(r, θ, z) =CLG
`p

ω0

ω(z)(
√

2r
ω(z))|`|exp(− r2

ω2(z))L`p(
2r2

ω2(z))×

exp(ik r2

2R(z))exp(i`θ)exp(iψ(z)),
(2.3)

where L`p stands for the generalized Laguerre polynomials, and CLG
`p is the

normalization constant. R(z) is the radius of the wavefront curvature, which

is defined as R(z) = z + z2
R/z. ω(z) = ω0

√
1 + (z/zR)2 is the beam radius

at location z while ω0 is the waist radius and zR = πω2
0/λ is the Rayleigh

range. The z-dependent phase term exp(iψ(z) is Gouy phase, which can be

written as:

exp(iψ(z)) = (N + 1)arctan(z/zR), (2.4)

where N = |`|+ 2p is the mode number.

For now, we already have three candidates carrying OAM. However, as

one see, all three states are not designed for free-space communication, which

entails the necessity of OAM communication modes to optimize the trans-

mission efficiency. A rigorous development of a communication mode for

an arbitrary communication volume was developed in 2000 by David Miller

[65]. However, no development of OAM communication mode was specified

until 2011 by Glenn Tyler [64]. Since these OAM communication modes are

designed to minimize the loss, they are named to be minimum energy loss

(MEL) states. Now we will show the process of finding the optimal state for

OAM communication in vaccum. If we assume that the input field u(r, θ)
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carries ` amount of OAM, the input field at Alice can be written as:

u(rA, θ) = A`(rA)exp(i`θ). (2.5)

Then after propagating a distance z, the received field before Bob’s aperture

u(rB, θ, z) can be written as:

u(rB, θ, z) = 2π
iλz

exp(ikz)exp(iπr
2
B

λz
)exp(i`θ)i−`×∫ R1

µR1
rAA`(rA))exp(iπr

2
A

λz
)J`(

2πrArB
λz

)drA,
(2.6)

where J` is the Bessel function of the first kind. R1 is the radius of the

transmitting aperture while µR1 is the radius of the obstruction at the center.

As one can see from Eq. (2.6), the only azimuthal phase term exp(i`θ) is

identical to the input field in Eq. (2.5). Therefore, the propagation of OAM

carrier mode in vacuum does not lead to any modal coupling, which is the

fundation of OAM free-space communication.

Now we use normalized coordinates α and ρ to denote the transmitting

and receiving aperture coordinates rA and rB respectively:

rA = R1α,

rB = R2ρ.

(2.7)

By substitute Eq. (2.7) into Eq. (2.6), we can calculate the intensity distri-
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bution at Bob:

I(R2ρ, θ) = 4(πR
2
1

λz
)2|
∫ 1

µ
αA(R1α)exp(iπR

2
1α

2

λz
)J`(

2πR1R2αρ

λz
)dα|2. (2.8)

Therefore, the intensity distribution of the received states is independent of

θ, and I(R2ρ, θ) can be reduced to I(R2ρ).

Now we introduce a quantity called Fresnel number product Nf :

Nf = πR1R2

4λz , (2.9)

which quantifies now many spatial modes can be supported for a given link

when the spatial location encoding is used. Thus, the Fresnel number product

reflects the information capacity of a link. A larger Fresnel number will yield

a larger information capacity. For simplicity, we will call it Fresnel number

in this dissertation. By using Eqs. (2.8) and (2.9), we can find the received
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power PB with obscuration radius νR2:

PB =
∫ R2

νR2

∫ 2π

0
rI(r)dθdr

=2πR2
2

∫ 1

ν
ρI(R2ρ)dρ

=1
2π(NfR1)2

∫ 1

ν
ρdρ×

|
∫ 1

µ
αA(R1α)exp(iπR

2
1α

2

λz
)J`(Nfαρ/2)dα|2

=1
2π(NfR1)2

∫ 1

µ
dααA(R1α)exp(iπR

2
1α

2

λz
)×∫ 1

µ
dββA(R1β)exp(iπR

2
1β

2

λz
)
∫ 1

ν
dρρJ`(Nfαρ/2)J`(Nfβρ/2).

(2.10)

Before going forward, it is necessary to find the power in the input field

to calculate the transmission efficiency. We can simply integrate the input

field within the transmitting aperture:

PA =
∫ R1

µR1

∫ 2π

0
rAu(rA, θ)u∗(rA, θ)dθdrA

=2πR2
1

∫ 1

µ
dααA`(R1α)A∗`(R1α)

=2πR2
1

∫ 1

µ
dαα[A`(R1α)exp(iπR

2
1α

2

λz
)][A`(R1α)exp(iπR

2
1α

2

λz
)]∗,

(2.11)

By comparing Eqs. (2.10) and (2.11), it is convenient to define a quantity

G`(α):

G`(α) =
√

2πR2
1αA`(R1α)exp(iπR

2
1α

2

λz
). (2.12)
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By substituting Eq. (2.12) into (2.11), the power prepared by Alice is:

PA =
∫ 1

µ
dαG`(α)G∗`(α). (2.13)

When we substitute Eq. (2.12) into (2.10), the power received by Bob is:

PB =
∫ 1

µ
dαG`(α)

∫ 1

µ
G∗`(α)K`(α, β), (2.14)

where K`(α, β) is defined as:

K`(α, β) = 1
4N

2
f

√
αβ

∫ 1

ν
dρρJ`(Nfαρ/2)J`(Nfβρ/2) (2.15)

Now we can see that Eq. (2.13) is just an inner product of the field G`(α)

while Eq. (2.14) is the expectation value of operator K`(α, β) under the field

G`(α). Therefore, it is convenient to use Dirac notation to simplify Eqs.

(2.13) and (2.14):

PA = 〈G`|G`〉 , (2.16)

PB = 〈G`|K` |G`〉 . (2.17)

Based on these two equations, the optimal OAM carrier is the field that

solves the following constrained optimization problem: maximize PB for a

given PA. This problem can be solved by using a Lagrange multiplier, i.e.

introducing an additional scalar variable η: maximize the quantity P̃ . The
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definition of P̃ :

P̃ = 〈G`|K` |G`〉 − η[〈G`|G`〉 − PA]. (2.18)

By differentiating P̃ with respect to the bra vector 〈G`|, we will have:

∂P̃

∂ 〈G`|
= K` |G`〉 − η |G`〉 . (2.19)

Through setting the differential above to 0, we can find that the optimal field

|G`〉 satisfy an eigenvalue equation:

K` |G`〉 = η |G`〉 , (2.20)

If we further multiply 〈G`| on both sides and perform some simple math,

we will find the physical meaning of the eigenvalue η is the transmission

efficiency of the eigenvector G`:

η = 〈G`|K` |G`〉
〈G`|G`〉

= PB
PA

. (2.21)

Note that, operator K` is only dependent on the Fresnel number Nf and

OAM quantum number `. Therefore, once we know the Fresnel number Nf

and the OAM field |`〉 under consideration, it is possible to find the operator

K` and then the corresponding eigenvector and eigenvalue. As we mentioned

before, since these eigenvectors minimize the loss in a given link, we call them
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MEL states. However, considering that the MEL states highly depend on Nf

and `, we still need to find each specific field G` and η for each combination of

Nf and `. Luckily, a numerical solution package has been developed by Glenn

Tyler and his colleagues at the Optical Science Company [64, 66, 67, 68], and

we can simply prepare these states by implementing this package.

Figure 2.1: Intensity distribution of different OAM carriers with ` = 3.
(a): Pure Vortex (PV) state. (b): Plane Wave (PW) state. (c): Laguerre
Gaussian (LG) state. (d): Minimum energy loss (MEL) state.

To directly show the difference between all the candidates, we plot the

intensity distribution of them with ` = 3 and Nf = 4.8 in Figure 2.1. It

is easy to identify PV and PW states from the other two states due to the

uniform intensity distribution and the shape. LG state and MEL state are

similar to each other at the first glance. This comes from the fact that

when Nf becomes very large, the communication link can be considered

as a symmetric cavity, and hence the eigenstate of such a link will be the
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eigenstate of a circularly symmetric cavity. i.e. the LG state [65, 64]. When

Nf is not very large, for example what we show in Figure 2.1, if we carefully

compare these two states, we will find that the edge of MEL state is cut off

leading to discontinuous field distribution, while the edge of LG state is still

smooth.

2.2 Brief introduction to atmospheric turbu-
lence

As what we show in the last section, there are several candidates available for

OAM communication, and one of them, i.e. the MEL state, is the specifically

designed communication mode for OAM communication. It seems that no

further comparison and study are required since MEL state has the optimal

transmission efficiency in vacuum. However, due to existence of atmospheric

turbulence in most realistic free-space communication links, there is no ev-

idence showing the use of MEL states is still advantageous. Therefore, we

have to take the effect of turbulence into consideration. Before we proceed

further, it is convenient to briefly introduce the theory of atmospheric tur-

bulence in this section.

Classical studies of turbulence, a phenomenon that can be found in many

fluids, were mainly focused on the fluctuations in the velocity field of a vis-

cous fluid [69]. In atmospheric turbulence, the random fluctuations in the

refractive index of the atmosphere is the result of random fluctuations in
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the wind velocity in the presence of moisture and temperature gradients [69].

Early studies by Kolmogorov suggest for optical wave propagation, refractive

index fluctuation is mainly caused by the fluctuation in temperature. Thus,

variations caused by the fluctuation in humidity and pressure are ignored

in the following discussion. From Kolmogorov’s theory, there is a subclass

of atmosphere which has statistical consistency and can be treated with a

statistical model [70]. We call these small groups of atmosphere as turbules.

The length scale of turbules is usually defined by the inner scale l0 and outer

scale L0. A typical number of l0 for a near-ground channel is on the order of

1 to 10 mm while the outer scale L0 usually grows linearly with the order of

the height above the ground.

Based on Kolmogorov’s theory, the wind velocity distribution Dv(r1, r2)

is defined as [69]:

Dv(r1, r2) = 〈|v(r1)− v(r2)|2〉, (2.22)

where v(r1) and v(r2) are the wind velocity at position 1 and 2 respectively.

When l0 � |r1 − r2| � L0, the wind velocity distribution will follow the

universal 2/3 power law [69]:

Dv(r1, r2) = C2
V |r1 − r2|2/3, (2.23)

where C2
V is the velocity structure constant of atmospheric turbulence.

By extending Kolmogorov’s theory to the temperature fluctuation, we can

find the temperature distribution DT (r1, r2) has the same power law relation
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when l0 � |r1 − r2| � L0 [69]:

DT (r1, r2) ≡ 〈|T (r1)− T (r2)|2〉 = C2
T |r1 − r2|2/3, (2.24)

where T (r1) and T (r2) are the temperature at position 1 and 2 respectively,

and C2
T is the temperature structure constant of atmospheric turbulence.

Based on what we mention before, we attribute the fluctuation in re-

fractive index to the variation in temperature. Therefore, resulting from

the velocity and temperature fluctuation described above, one can find that

the refractive index structure function exhibits the same behavior when

l0 � |r1 − r2| � L0:

Dn(r1, r2) ≡ 〈|B(r1)−B(r2)|2〉 = C2
n(z)|r1 − r2|2/3, (2.25)

where B(r1) and B(r2) are the covariance function of refractive index dis-

tribution n(r) at position 1 and 2 respectively. C2
n(z) is the refractive index

structure constant of atmospheric turbulence. For simplicity, we usually call

it structure parameter or structure number. C2
n(z) characterizes the strength

of atmospheric turbulence. Usually, when C2
n(z) is on the order of 10−17m−2/3

or less, the turbulence is considered as weak turbulence, while when C2
n(z)

is on the order of 10−13m−2/3 or more, the turbulence is strong. However,

since C2
n(z) only depends on weather, we will show that this is not a rigorous

condition to justify whether the optical system suffers from strong or weak

turbulence. Another quantity, which depends on both weather and optical
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system, will be introduced later to provide a more accurate description of

the level of turbulence.

Based on Eq. (2.25), we can get the associated power spectral density

Φn(κ) for refractive index fluctuations:

Φn(κ) = 0.033C2
n(z)κ−11/3, 1/L0 � |r1 − r2| � 1/l0. (2.26)

This is the famous Kolmogorov power law spectrum, which provides a simple

statistical description of the behavior of atmospheric turbulence. It is worth

noting that this spectrum is only valid when the condition 1/L0 � |r1−r2| �

1/l0 is satisfied. To justify the spectrum for wave numbers from zero spatial

frequency, it is ordinarily assumed that the outer scale is infinite. However,

it is obvious that such an assumption will not be valid for most realistic

scenarios. Therefore, we will introduce von Karman spectrum model as the

replacement, which is valid for all wave numbers:

Φn(κ) =


0.033C2

n(z) 1
(κ2+κ2

0)11/6 for 0 ≤ κ� 1/l0

0.033C2
n(z) exp(−κ2/κ2

m)
(κ2+κ2

0)11/6 for 0 ≤ κ�∞
, (2.27)

where κ0 = 1/L0 and κm = 5.92/l0. The upper expression in Eq. (2.27)

is the original von Karman model while the lower one is the modified von

Karman model which takes both outer and inner scale effects into considera-

tion. In most cases, both spectrum have similar performance so that people

simply call them von Karman spectrum model. In our case, we use the upper
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expression in Eq. (2.27) as the spectrum model to simulate turbulence. It is

worth noting that, when κ0 � κ � κm, both expressions in Eq. (2.27) will

reduce to the Kolmogorov model in Eq. (2.26).

As what we discuss before, C2
n(z) is the parameter to describe the level

of turbulence, and hence the fluctuation in the refractive of index. There-

fore, one can also quantify the fluctuation in phase at Bob using C2
n(z). It

was demonstrated by Fried that, under Kolmogorov model, the turbulence-

induced phase distribution Dφ has the form [71]:

Dφ = 6.88( |r1 − r2|
r0

)5/3, (2.28)

where r0 is the Fried parameter which describes the effective coherence length

of the turbule. r0 can be calculated from C2
n(z) using the following relation:

r0 = [0.42k2
∫ L

0
C2
n(z)dz]−3/5 = (0.42k2C2

nL)−3/5, (2.29)

where L is the length of the channel, i.e. the communication distance. Here

we have assumed that the structure number C2
n is a constant, which is usually

valid when the altitude difference of the channel is negligible.

If we assume that the light field has a diameter of D, it is convenient to

use such a quantity D/r0 to quantify the strength of turbulence. Comparing

the the structure number C2
n, D/r0 has two advantages: 1). it includes both

effects of the optical system and weather. This indicates that, when we

discuss the turbulence effect on a specific communication system, it is more
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accurate to use D/r0 to quantify the influence. 2). this quantity has a more

intuitive physics understanding. The quantity (D/r0)2 ordinarily describe

how many independent small turbules (each turbule itself is coherent) inside

the cross section of the beam. Therefore, one can easily speculate that a

small D/r0 (D/r0 � 1) indicates a weak turbulence and vice versa. Hence,

in the rest of this dissertation, we prefer using D/r0 to quantify the level of

turbulence.

Apart from the random phase, turbulence will distort the amplitude as

well. The amplitude fluctuation is usually characterized by the quantity

scintillation σ2
η:

σ2
η = 0.31k7/6C2

nL
11/6. (2.30)

Based on what we discuss above, one can clearly see that turbulence can

distort both the amplitude and phase structure of the optical beam. There-

fore, it is necessary to study the influence of turbulence on OAM states to

achieve realistic free-space OAM communication. Luckily, numerous studies

have been done in the past two decades [72, 73, 74, 75, 76, 77, 78, 79, 80, 81].

However, each research simply studies the performance of one or two spe-

cific modes, and a comprehensive comparison between multiple candidates is

lacking.
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2.2.1 Thin phase approximation

Early study of the propagation of light beams through turbulence arose in

the astronomy community. To study the effects of turbulence on the image

of astronomical objects, people usually assumes that the turbulence is a thin

phase screen which adds a random phase distribution to the beam. The

assumption is valid since the thickest turbulence locates close to the telescope.

In free-space communication, this assumption will be not accurate since

the beam will keep propagating through a turbulent channel. However, the

thin phase approximation is still a good model to describe weak turbulence

and will be the cornerstone for simulating thick turbulence.

A representation of a simple system based on thin phase approximation is

illustrated in Figure 2.2(a), and four random thin phase screens following the

von Karman spectrum are shown in Figure 2.2(c). Similar to the astronomy

case, we attribute all the turbulence to a thin random phase screen locating

close to the receiving aperture. It is worth noting that the structure number

C2
n is not a proper quantity to rigorously describe the level of turbulence for

thi, and the Fried parameter r0 of this phase screen will be the same as the

measured r0 of the turbulent channel.
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Figure 2.2: (a): A turbulent channel based on thin phase approximation. (b):
Use thin phase approximation to simulate a turbulent channel under thick
turbulence. (c): Prepared random thin phase screens using von Karman
spectrum.
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2.2.2 Simulating thick turbulence using the thin phase
approximation

The thin phase approximation model presented above allows a simple de-

scription of turbulence. However, in realistic scenarios, such approxima-

tion usually fails due to the complicated nature of turbulence. Luckily, thin

phase approximation can be an useful tool to simulate thick turbulence. A

complicated real communication channel under thick turbulence will become

tractable by decomposing the channel into multiple thin phase screens.

A simple example is shown in Figure 2.2(b). The goal is building a

model to represent a communication channel under thick turbulence. The

first step is decomposing the turbulent channel into four thin phase screens

and three segments of vacuum. Since all the turbulence effects are carried

by phase screens, the behavior of light propagating between two screens are

simply determined by the diffraction in vacuum. Then the task is determining

the Fried parameter of each screen and the separation between two screens.

The constrain that the entire system should have the same parameter and

communication distance as what we measured in lab. For simplicity, we can

either set all phase screens to have the same Fried parameter, or to be equally

separated. In our case, all phase screens have the same Fried parameter and

the separations are free. The relation between the Fried parameter of the

entire link and the Fried parameter of each screen can be found as:

r0,total = [
N∑
i=1

r
−5/3
0,i ]−3/5, (2.31)
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where r0,i represents the Fried parameter of the ith screen. Based on the

equation above and the same optimization logic in Ref. [78], we could deter-

mine the separations di between thin phase screens for a given r0,total.

2.3 Simulating OAM communication with dif-
ferent carriers in a thick turbulence

Based on what we introduce in last two sections, we can develop a numerical

simulation code to quantitatively compare the performance of different OAM

carriers in a given turbulent communication link. Here we mainly focus on

two aspects: the average transmission efficiency η and the secure key fraction

r∞.

The average transmission efficiency η is defined as the average of the

transmission efficiency η` of each OAM state:

η =
∑
η`
d

=
∑
PB,`/PA,`
d

, (2.32)

where d is the dimension of the encoding space. PB,` stands for the received

power of OAM state ` while PA,` is the launched power of OAM state `.

The calculation of secure key fraction r∞ follows the Eq. (1.27). Here we

use the quantity fidelity F in the calculation, which is defined as: F =

1 − Q and represents the probability that the received state is identical to

the launched state. Since r∞ only depends on the fidelity F for a given

encoding dimension d, r∞ indicates the robustness of each set of mode against



CHAPTER 2. FINDING THE OPTIMAL INFORMATION CARRIER IN A
TURBULENT CHANNEL 42

atmospheric turbulence. A better robustness will yield a higher fidelity F ,

which further leads to a higher secure key fraction r∞.

The simulation starts with the selection of a communication link under

investigation. Based on the blueprint of our cross-campus QKD link, we

choose a link with a communication distance L = 340 m with an encoding

dimension d = 7, i.e. OAM quantum number ` from -3 to 3. The clear

aperture of the Alice’s launch apparatus is 2.5 cm, and the the collecting

aperture size of Bob’s optics is 5.4 cm. Thus, the Fresnel number Nf of

the system is 4.8. D/r0 is varied from 0.1 to 3, which covers a turbulence

level from weak to strong turbulence. Based on what we describe in Section

2.2.2, we use 4 separated thin phase screens to simulate the realistic thick

turbulence. The r0,i of each phase screen is determined by Eq. (2.31) for

each realization of D/r0, and then the separation di is calculated based on

r0,i.

The logic of the simulation is as follows:

1). Prepare the desired state to match the transmitter aperture size;

2). Use angular spectrum to propagate the state through the turbulent

channel. For our four-pieces channel, the propagation sequentially consists

of four individual angular spectrum propagation;

3). Use a finite aperture to collect the state at Alice’s side. The fidelity

of each state is found by calculating the inner product of the received state

and the desired state which comes from the propagation through the same

link without any turbulence;
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4). Repeat step 1) to 3) for 100 realization of turbulent channels to

calculate the average efficiency η` and fidelity F`;

5). Repeat step 1) to 4) for each OAM state within one set of mode to

calculate η and F ;

6). Repeat step 1) to 5) for each set of mode.

2.4 Results and conclusions

The main results of the simulation are shown in Figure 2.3. We plot the

average transmission efficiency η of different OAM carriers as a function of

turbulence level D/r0 in Figure 2.3(a). MEL states have the best efficiency

among all candidates at all turbulence levels. The advantage in efficiency be-

comes even larger when the turbulence becomes stronger. When D/r0 = 0.1,

i.e. weak turbulence, the transmission efficiency of MEL states is 8.83% larger

than the efficiency of PW states. When D/r0 = 3, i.e. strong turbulence,

the advantage in efficiency becomes 19.09%. Thus, MEL states can provide

the optimal efficiency even with the existence of turbulence. PV states and

LG states share similar behaviors in terms of transmission efficiency, which

matches the theoretical predictions reported in Ref. [73]. PW states have

the worst transmission efficiency among all candidates, which originates from

the square shape of the beam. Moreover, the transmission efficiency of PW

states drops faster than any other candidates, which indicates a much worse

efficiency under stronger turbulence.
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As a contrast, PW states provide the best robustness against atmospheric

turbulence as shown in Figure 2.3(b). As the turbulence level increases, the

key rate of PW states drops much slower than any other candidates. When

D/r0 becomes 1, PW state becomes the only survival candidate which can

provide positive secure key fraction r∞. It is worth noting that we have

ignored all data points with negative r∞ since they lack physical meaning.

Comparing to PV and LG states, the superior performance in robustness of

PW states is not surprising because of the previous research shown in Ref.

[75]. Moreover, PW states are even lessly degraded by turbulence comparing

to MEL states (the second the best robustness), which shows that PW states

are the most localized state in space among all candidates [75].

Figure 2.3: (a): Average efficiency of different OAM carriers as a function
of D/r0. (b): Secure key fraction of different OAM carriers as a function of
D/r0.

By calculating the secure key rate per transmitted photon, which is the

product of η and r∞, we can find that whenD/r0 = 0.5, the secure key rate of
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PW states (1.88 bits/photon) is larger than MEL states (1.17 bits/photon).

Since PW states will be the only choice when D/r0 goes stronger, it seems

that PW states should be optimal carrier. However, we should note that all

the calculation and simulation presented above have not included any correc-

tion of atmospheric turbulence yet. In fact, in realistic scenarios associated

with atmospheric turbulence, correction systems are usually necessary. One

simple example would be astronomy, where adaptive optics, one solution to

correct the distortions of the incoming wavefront, has been used for decades.

In the meantime, some studies of the possibility of using adaptive optics to

improve the performance of OAM communication in free-space links were

performed recently [4, 9, 67, 68, 78, 82, 83, 84]. The enhancement of the fi-

delity in a distorted channel, including the channel with simulated turbulence

and real turbulence, was observed in multiple researches. For example, even

under thick turbulence (simulated turbulence generated by two phase-only

SLMs), it is possible to double the key rate by implementing a simple adap-

tive optics system [78]. A more detailed discussion and research on this topic

will be presented in Chapter 4. What is more, digital phase conjugation has

also been implemented to improve the performance of OAM states in both

multi-mode fiber and free-space links, which can provide better correction

for weak turbulence [1, 2, 19]. Therefore, it is evident that the fidelity of

OAM states can be improved by implementing distortion correction systems.

However, the transmission efficiency η can hardly be improved once the OAM

carrier is selected. As the consequence, we finally choose MEL states as the
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optimal information carrier because they have the best efficiency and the

second to the best fidelity. It is worth noting that, even though PW states

have the best robustness against turbulence, they are the second to the best

choice as the information carrier due to the large disadvantage in transmis-

sion efficiency. In the rest of the dissertation, all OAM states are carried by

MEL states unless the exception is announced.
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Chapter 3

Security loophole in OAMQKD induced
by state-dependent diffraction

In traditional protocols for QKD, the sender should be able to encode and

transmit photons in two or more mutually unbiased bases, and there is no

conflict between diffraction and security. However, since OAM states have

a state-dependent diffraction [85], high-dimensional OAM QKD may suf-

fer from additional security problem compared to traditional polarization or

time-bin encoding. To clearly understand the role of state-dependent diffrac-

tion in high-dimensional QKD, we analyze the extent to which the perfor-

mance of QKD is degraded by diffraction effects that become relevant for

long propagation distances and limited sizes of apertures. In such a scenario,

different OAM states experience different amounts of diffraction, leading to

state-dependent loss and phase acquisition, causing an increased error rate

and security loophole at the receiver. To solve this problem, we propose

a pre-compensation protocol based on pre-shaping the transverse structure

of quantum states. We demonstrate, both theoretically and experimentally,
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that when performing QKD over a link with known, state-dependent loss

and phase shift, the performance of QKD will be better if we intentionally

increase the loss of certain states to make the loss and phase shift of all

states equal. Our results show that the pre-compensated protocol can sig-

nificantly reduce the error rate induced by state-dependent diffraction and

thereby improve the secure key rate of QKD systems without sacrificing the

security.

3.1 Introduction to the background

As what we introduce in the first chapter, one characteristic of an OAM state

is its `-dependent diffraction [85]. Because of the state-dependent diffraction

(SDD), OAM states with higher ` will have larger far-field sizes, and acquire

more propagation phase (for example, the Gouy phase of Laguerre Gaussian

(LG) states). Thus, in practical free-space communication links, different

OAM states will suffer different amounts of loss for a given collection aper-

ture of finite size [80, 81], leading to `-dependent detection efficiency. Similar

problems occur for states in the complementary angular (ANG) basis, which

consist of an equal superposition of OAM states with fixed relative phase

between adjacent OAM components [52, 58]. Due to the SDD, both the am-

plitude of each OAM state and the relative phase will be modified. Therefore,

the received state will be different from the transmitted state, increasing the

error rate at the receiver even in the absence of an eavesdropper. The ad-
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verse effects of SDD in both OAM and ANG bases result in QKD systems

less robust against background noise, measurement errors and eavesdropping.

Although OAM-based QKD systems have been demonstrated in both labo-

ratory and outdoor environments [52, 86, 87], the influence of SDD on QKD

systems has not yet been adequately addressed in previous work [5].

In our analysis, we use OAM basis and angular (ANG) basis to form

the MUBs in OAM QKD. It is worth noting that even though the following

discussion is based on this set of MUBs, the analysis and strategy can be

applied to other basis as long as the SDD is present. The SDD results in

an efficiency mismatch in OAM basis and an increased error rate in ANG

basis, which leads to a lower secure key rate. These SDD-induced defects

are quantitatively studied as a function of the Fresnel number product Nf in

vacuum, which is defined in Eq. (2.9). To get rid of the constant factor, we

use the diameters of transmitting and receiving apertures, which leads to a

simplified form of Nf :

Nf = πDADB

λz
, (3.1)

where DA and DB are the diameters of the circular transmitting and re-

ceiving apertures respectively, λ is the wavelength of the light, and z is the

propagation distance. For a given free-space link, the parameter Nf shows

how strong the diffraction is. A small Nf (Nf � 1) indicates a link suffering

from a strong diffraction whereas the diffraction is negligible for links with

Nf � 1.
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3.2 Theoretical analysis

Because of the finite sizes of DA and DB, higher-order OAM states, which

have stronger diffraction, will experience greater loss and acquire more propa-

gation phase. Since our OAM carrier is MEL state, to determine the channel

transmission efficiency of a specific OAM state, we define a propagation oper-

ator F̂ that transfers the OAM eigenstate prepared by Alice |`〉A to the state

received by Bob |`〉B (which is also an OAM eigenstate but has a different

radial amplitude distribution) as:

|`〉B = F̂ |`〉A. (3.2)

The operator F̂ includes the effects of propagation in vacuum and the finite

apertures at both transmitter and receiver sides. Therefore, we do not include

any turbulence effects into our analysis. Note that F̂ only results in different

amounts of loss and phase, but does not introduce any crosstalk between

different OAM |`〉 states. Thus, this is not a unitary transformation, and

if we define the efficiency η` as η` = 〈`|`〉B/〈`|`〉A, we obtain the following

eigenvalue relation:

K̂`|`〉A = η`|`〉A, (3.3)

where K̂` = F̂ †F̂ , and the theoretical transmission efficiency of |`〉A in vac-

uum is represented by η` which is a function of both OAM quantum number

` and Fresnel number product Nf [64]. The details of this part can be found
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in Chapter 2.1.

In OAM-based QKD, the complementary ANG basis is the Fourier con-

jugate of the OAM basis. The ANG state of index j is defined as [52, 58]:

|j〉 = 1√
d

L∑
`=−L

|`〉e−i2πj`/d, (3.4)

where d is the dimension of the Hilbert space and L is the maximum OAM

quantum number in use, which satisfies the relation: 2L+ 1 = d. The ANG

basis and OAM basis form two mutually unbiased bases (MUBs), and the

use of two or more sets of MUBs guarantees the unconditional security of

QKD [48, 88].

In practice, as we mentioned above, different OAM states will suffer dif-

ferent amounts of diffraction, as do the OAM components of an ANG state.

As shown in Figure 3.1, for a low Fresnel number product (Nf � 1), there

are huge efficiency differences between lower-order and higher-order OAM

states. This difference results in a nonuniform probability of detecting the

OAM states. The ANG basis for Bob will thus be modified as:

|j〉B = 1
√
ηj
F̂ |j〉A =

d−1∑
p=0

√
Pj,p|j + p〉A

=
L∑

`=−L

√
P`|`〉Ae−i`(2πj/d−ψ(z)),

(3.5)

where 1/√ηj is the normalization constant given by ηj = ∑d
` η`/d, which

describes the transmission efficiency of ANG states. The state |j〉A is the
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Figure 3.1: (a). The theoretical transmission efficiency η` of different OAM
states as a function of Fresnel number product Nf in a d = 7 quantum
system. (b) the QSER at Bob as a function of Fresnel number product Nf .
QSER is defined as the probability of detecting a photon in a state other than
the launched state. The solid lines show the QSER induced by the effects of
SDD. The dashed lines show the maximum value of the QSER for which a
secure channel can be obtained in the limit where the effects from SDD are
negligible (Nf � 1). When the QSER goes above the corresponding upper
bounds, the communication system is not secure and the secure data rate
goes to zero.

ANG state j prepared by Alice, which has the same form as Eq.(3). The

state |j〉B is the ANG state received by Bob after being modified by SDD.

The quantity Pj,p characterizes the crosstalk between ANG states, and is

equal to the probability of finding the ANG state |j + p〉A prepared by Alice

in the ANG state |j〉B received by Bob which has been modified by SDD.

The quantity P`, which can be calculated from transmission efficiency η`,

is the probability of finding the OAM component |`〉 in the modified ANG

state |j〉B. The quantities
√
Pj,p and

√
P`/d are related by a discrete Fourier

transform. This can be shown by calculating the following inner products
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based on Eq. (3.5):

A〈j + p|j〉B =
√
Pj,p

= A〈j + p|
L∑

`=−L

√
P`|`〉Ae−i`(2πj/d−ψ(z)).

(3.6)

Therefore, we can find the following relation:

√
Pj,p =

L∑
m=−L

√
1
d
A〈m|ei2π(j+p)m/d

×
L∑

`=−L

√
P`|`〉Ae−i`(2πj/d−ψ(z))

=
L∑

`=−L

√
P`
d
ei2π(j+p)`/de−i2πj`/dei`ψ(z)

=
L∑

`=−L

√
P`
d
ei`2π(p/d+ψ(z)

2π ).

(3.7)

From Eq. (3.7) we can find the Pj,p is independent of j and equals the Fourier

transform of
√
P`/d.

The propagation phase ψ(z) in Eq. (3.5) is the phase acquired by each

OAM state after propagating a distance z. One can notice that the state-

dependent loss gives rise to a nonuniform probability distribution of the OAM

spectrum, while the state-dependent phase terms introduce extra relative

phase between the different OAM components in each ANG state. Both

of these effects lead to the crosstalk in ANG basis, which will be further

exacerbated in current methods for sorting ANG states [61].

One direct consequence of the increased crosstalk is an increase in the
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quantum symbol error rate (QSER) at Bob’s side (QB). Here we define the

QSER as the probability of detecting a photon in a state other than the

launched state: QB = 1− (FOAM + FANG)/2, where FOAM and FANG are the

fidelities of the OAM basis and ANG basis respectively. Note that, the QSER

is not equal to quantum bit error rate because one error symbol can yield

more than one bit error in high dimensional QKD. The QBER is equal to

QSER only in two dimensional encoding since one error symbol gives one bit

error. It is worth noting that we already exclude all the other errors as well.

In our case, assuming there is no eavesdropping, FOAM equals unity while

FANG equals Pj, which means that only the ANG basis suffers an increased

QSER. This is because that the SDD does not change the OAM value upon

the propagation. Although each OAM state suffers different amount of loss

and acquires different phase, the azimuthal phase vortex of each OAM state

is maintained during propagation. Therefore, there is no spread in the OAM

spectrum but only loss.

To quantitatively show how the QSER changes with diffraction, we have

numerically calculated the probability distribution of η` for Fresnel number

product Nf ranging from 0.01 to 5 under different quantum space dimensions

in Figure 3.1(a). When Nf is close to 0, only the fundamental Gaussian

state (|` = 0〉) can be transmitted. Therefore, the OAM spectrum at Bob

will be very narrow, and the ANG spectrum will become uniform, leading

to a complete loss of information. As Nf increases, the efficiency of all

OAM states will be closer and finally become near 1, indicating that state-
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dependent loss is reduced and then negligible at high Nf regime. The QSER

as a function of Nf is shown in Figure 3.1(b). For a given dimension d, small

Nf can significantly increase the QSER even if there is no quantum attack.

This will lead to a lower information capacity, and make the system more

vulnerable to eavesdropping and quantum cloning since the upper bound for

the QSER is fixed for each given dimension d [53, 55]. Moreover, for a given

Nf , a higher dimensional system will suffer from more crosstalk introduced

by SDD. For instance, in Figure 3.1(b), the crosstalk for d = 11 is three times

larger than the crosstalk for d = 7 in a Nf = 2 system. In addition to the loss

of information, higher error rate means that one needs to sacrifice a greater

fraction of the raw key to detect the existence of eavesdroppers, because the

legitimate parties cannot distinguish the errors generated by eavesdroppers’

attack from other errors in the system.

The reduced information capacity can be found by calculating the mutual

information between Alice and Bob under SDD. The probability of Alice

sending out each symbol is still equal, but due to the state-dependent loss,

the probabilities of finding each symbol at Bob’s side are different. Therefore,

for the photons which are registered by both parties, we have the following
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probabilities:

P (OAM`,B) = P`,

P (ANGj,B) = 1/d,

P (OAM`,A) = P`,

P (ANGj,A) = 1/d.

(3.8)

P (OAM`,B) represents the probability that Bob receives a photon in |`〉,

while P (OAM`,A) = P` represents the probability that Alice sends out a

photon in |`〉. This is because those events that Alice sends out one symbol

but Bob receives nothing have been discarded.

The mutual information is defined as Eq. (1.9). In this calculation, even if

Alice is sending out each symbol with equal probability, the photon statistics

at Bob’s side are not uniformly distributed because of the state-dependent

loss. Therefore, we have the following probability relations:

p(`A, iB) = P`δi`, p(jA, kB) = Pj,p/d, (3.9)

where i and k denote the quantum index of OAM and ANG states received

by Bob respectively. In real QKD, Alice has to randomly choose her basis,

and thus the mutual information between Alice and Bob IAB equals:

IAB = 1
2IAB,OAM + 1

2IAB,ANG, (3.10)
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where IAB,OAM represents the mutual information using OAM basis while

IAB,ANG is the mutual information using ANG basis. The final form of IAB

can be found as :

IAB = 1
2
∑
p

Pj,p log2 Pj,pd−
1
2d
∑
`

log2 P`. (3.11)

As shown in Figure 3.2, it is not difficult to verify that IAB is smaller than the

ideal value log2 d. When Nf is near zero, the information encoded is almost

lost, while in the high Nf region, the information capacity gets close to the

ideal value. Another interesting result is that the information carried by the

two bases is not equal, and that the information encoded in the OAM basis

is always larger than that carried in the ANG basis because of the absence

of crosstalk in the OAM basis.

Meanwhile, the nonuniform efficiencies induced by SDD in the OAM basis

introduces a detection efficiency mismatch in Bob’s detectors, which can be

utilized by Eve to control the information received by Bob. The security

of QKD in the presence of efficiency mismatch has been both theoretically

and experimentally studied [89, 90, 91]. Fortunately, measurement-device-

independent QKD protocols have been developed to eliminate the loopholes

from side-channels including efficiency mismatch [92, 93, 94], and one can

implement these protocols to remove this SDD induced security loophole.

However, these strategies cannot eliminate the effect of SDD (the increased

QSER) in the ANG basis. Therefore, a new protocol that can reduce the
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Figure 3.2: The mutual information between Alice and Bob as a function of
Nf . The solid lines represent the mutual information with SDD while the
dashed lines indicate the mutual information log2(d) in the limit where SDD
can be ignored (Nf � 1).

effect of SDD in both bases needs to be developed.

3.3 Waist pre-compensation protocol

From the discussion above, one can conclude that the non-uniform efficiency

induced by SDD leads to a security loophole, which is caused by the increased

error rates from state-dependent loss in both OAM and ANG bases, as well

as state-dependent phase in the ANG basis. Therefore, to reduce the adverse

effects of SDD, a uniform efficiency for all encoding states is desirable, which

requires adjusting the efficiencies of low-order states to match the high-order

states.

To mitigate this problem, we propose a new pre-compensation protocol
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to mitigate these adverse effects. Alice first selects one set of states that

she is going to use for encoding, and measures the efficiency of state |L〉.

To adjust the efficiencies of all low-order states to match the efficiency of

|L〉A, she can change the beam radius of each low-order state so that each

state has a same divergence angle α`: α` ∝ (|`| + 1)/rrms(0), where rrms(0)

is the root-mean-square (rms) beam radius defined by Ref.[85]. That is to

say, Alice intentionally increases the loss of the low-order states to reduce the

state-dependent loss. Alice then uses these specially prepared OAM states

to construct the corresponding ANG basis j. After this, a uniform efficiency

has been achieved for both OAM and ANG states, and both the efficiency

mismatch and the increased QSER for Bob can be significantly reduced.

Since the two bases are orthogonal and mutually unbiased throughout the

entire propagation distance, the security analysis of this protocol is identical

to the one for the BB84 protocol but with a higher uniform channel loss. We

name the approach we have just described waist pre-compensation (WPC).

To demonstrate the effectiveness of our WPC protocol, we first use simu-

lation results, with Nf = 3.96, to compare the prepared and received states

with and without WPC. Figure 3.3(a) shows the simulated intensity and

phase distributions of the ANG state |j = 0〉 prepared by Alice in the no-

compensation and WPC protocols, while the Figure 3.3(b) shows the corre-

sponding results for the received ANG state |j = 0〉. One can notice that

both the intensity and phase profiles for the two protocols are very different

at Alice’s and Bob’s sides. Diffraction distorts the intensity distribution of
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Figure 3.3: (a) and (b): Simulation results of transmitted and received |j =
0〉 states respectively, both with WPC and without compensation.

the received state in the no-compensation case; after propagating through

the link, the one single main lobe on Alice’s side, which indicates the an-

gular position and the value of j, becomes two main lobes on Bob’s side.

Considering that the ANG quantum number j denotes the angular position,

the intensity distortion in the no-compensation protocol will lead the failure

of identification of the ANG state. In contrast, the intensity profile in the

WPC case remains similar even after diffraction. One can still identify the

ANG state by finding the angular position of the main lobe.

The simulated crosstalk matrices of no compensation protocol and WPC

protocol are shown in Figure 3.4(a) and (b), respectively. It is obvious that

in the no compensation case, the SDD gives a nonuniform probability dis-

tribution when we measure the ANG states in the OAM spectrum. It has

a higher probability for lower order OAM states but a lower probability for

the high order OAM components, and nonzero off-diagonal elements in the
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Figure 3.4: (a) and (b): crosstalk matrices of the no-compensation protocol
(a) and WPC protocol (b).

ANG spectrum. The fidelity of ANG states shown in Figure 3.4(a) is 95.1%

since the Nf is chosen to be 3.96. This fidelity will become worse if the Nf

becomes smaller. As a contrast, with the WPC protocol, an almost uni-

form probability distribution can be found when ANG states are measured

in OAM basis. There are no nonzero off-diagonal elements in the ANG basis

as well (the fidelity of ANG states in Figure 3.4(b) is 99.99%). Therefore, the

simulation results shows the ability of WPC protocol to reduce the adverse

effects of SDD.

3.4 Experimental results

To experimentally verify WPC protocol, we use the configuration shown in

Figure 3.5 to measure the crosstalk matrix for a Fresnel number product
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Nf = 3.96 and dimension d = 7. A HeNe laser is coupled into a single-mode

fiber (SMF) to generate a single spatial mode at 633 nm. The first spatial

light modulator (SLM1), together with lenses 2 (L2, f = 0.75 m) and 3 (L3,

f = 0.5 m), are used to generate the desired input states |`〉A and |j〉A [58].

Aperture 1 (A1) is used to select the first diffraction order. The distance (Z1

= 3.12 m) between transmitter’s aperture (the diameter of A2 is 3.07 mm)

and receiver’s aperture (the diameter of A3 is 3.25 mm) constitute the link

with Fresnel number product Nf = 3.96. Both A2 and A3 are implemented

by round apertures written onto SLM1 and SLM2 respectively. The second

SLM scans the OAM and ANG spectra, and projects the desired state onto

the fundamental Gaussian state, which can be coupled into the second SMF.

A power meter (PM) is used to measure the transmitted intensity coupled

into the second SMF.

To quantitatively show the benefits of WPC protocol, we measure the

conditional probability of finding each state received by Bob for each state

transmitted by Alice, and display the results in a crosstalk matrix (Fig-

ure 3.5(c)). One can see that the diagonal elements, which represents the

fidelity of the states, in the ANG basis are larger than the diagonal elements

in Figure 3.5(b). The worst fidelity in Figure 3.5(b) is less than 70% while

the average fidelity is only 85.8%. As the comparison, the worst fidelity in

Figure 3.5(c) is 86.8% and the average fidelity is 93.3%. One should also note

that, through the use of WPC, measuring the ANG states in the OAM basis

will have a more uniform distribution, which can be found as the bottom left
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Figure 3.5: (a): The experimental setup. L1 to L5 are lenses while SLM
denotes the spatial light modulator. A1-A4 are apertures, and BE is beam
expander. Z1 represents the propagation distance from transmitter aperture
A2 to the receiver aperture A3. (b): the measured crosstalk matrix with no
pre-compensation. (c): the experimental crosstalk matrix of WPC protocol.

corners in Figure 3.5(b) and (c).

Based on the fidelity measured above, we can find that the average QSER

measured in the case of no compensation is 14.2% while the average QSER
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with WPC is 6.7%. The mutual information with WPC protocol equals to

2.56 bits per photon, an improvement over 2.22 bits per photon in the case

of no compensation. From the QSER above, we can then find the secure key

fraction r∞ using Eq. (1.11). The secure key density r∞ is found to be 1.76

bits per received photon with WPC protocol, a significant improvement from

0.89 bits per photon in the no compensation case.

3.5 Discussion and conclusion

Although the WPC protocol will ensure the robustness of the quantum sys-

tem and provide a higher information encoded per photon, it will lower the

overall efficiency and may result in a lower secure key rate because of a lower

average transmission efficiency [52]. However, for practical quantum encod-

ing systems with a high dimensionality and low Fresnel number product,

the crosstalk introduced by SDD can be much larger than in the ideal case.

The simulated comparison of the secure key rate per transmitted photon

between WPC protocol and no compensation protocol with different error

rates from external errors are shown in Figure 3.6 as a function of Fresnel

number product Nf . For a given system with fixed transmitting and receiv-

ing apertures, Nf is inversely proportional to the transmission distance z.

Therefore, a small Nf usually indicates a larger z. Under the perfect con-

dition where the external error rate is 0 (Figure 3.6(a)), we see that WPC

protocol can significantly improve the performance of high-dimensional QKD
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systems in realistic links with small Nf . The advantage of WPC still exists

in the presence of external errors, i.e. a noisy system (10% error rate in Fig-

ure 3.6(b)). Even though in some cases, the no compensation protocol has a

better key rate when the external error rate is 10%, implementing WPC is

still advantageous when the encoding space is large. This is because when

the dimensionality of the encoding space is small, the SDD induced efficiency

and phase mismatch between different states is negligible. Therefore, the use

of WPC will have a little improvement. However, when dimensionality goes

larger, which is desirable in realistic QKD systems, the advantage of WPC

becomes more significant. Thus, intentionally sacrificing some efficiency for

low-order states to get a lower but uniform efficiency can significantly benefit

the system.

Figure 3.6: (a) and (b): Simulated secure key rate per transmitted photon as
a function of Fresnel number product Nf with 0% and 10% external errors
respectively. The solid lines represent the secure key rate using WPC protocol
while the dashed lines represent the secure key rate with no compensation.
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Another concern regarding the WPC protocol is how practical it will be

in a realistic QKD scenario. As we discussed above, in most cases, the WPC

protocol is superior to no compensation protocols only when Nf is limited. In

realistic scenarios, most current free-space QKD systems have Fresnel number

product less than 1, for example the cross-ocean link and satellite-to-ground

system (Nf = 0.23) [95, 96]. Thus the WPC protocol could be useful in

optimizing the performance of future global high-dimensional QKD systems.

Furthermore, implementing WPC protocol is simple: one only needs to take

the Nf of the system into consideration, and employ the optimal set of beam

waists, which requires no extra apparatus.

At the end of the discussion, we need to emphasize that the entire anal-

ysis is based on the assumption of OAM encoding and circular apertures.

However, SDD is expected to be a problem for any type of spatial-mode

encoding, and for a given system, we can always find a set of eigenstates

with uniform transmission efficiency. Therefore, our new protocol is generic

for high-dimensional quantum encoding scenarios utilizing spatial degrees of

freedom [8, 14]. Furthermore, all analysis exclude the effect of atmospheric

turbulence. For realistic free-space QKD systems, one has to include the

turbulence into consideration as well.
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Chapter 4

Mitigating atmospheric turbulence in
free-space OAM QKD using adaptive
optics

From our discussion in Chapter 2, we have shown that atmospheric turbu-

lence can significantly reduce the information capacity. Therefore, a turbu-

lence correction system is always necessary in realistic free-space OAM QKD

systems. However, effectively mitigating the adverse effects of atmospheric

turbulence is a persistent challenge in OAM QKD systems operating over

free-space communication channels. Although numerous methods have been

proposed and demonstrated to reduce the defects induced by turbulence,

adaptive optics (AO) is still the most promising one which can provide real-

time correction without sacrificing any information capacity. Unfortunately,

previous researches of using AO to improve the performance of OAM QKD

mainly focus on static simulated turbulence, which are incompatible with real

application scenarios. Therefore, to build a real outdoor OAM QKD link, we

have to investigate the performance of OAM QKD in atmospheric turbulence
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(not the simulated static turbulence) with real-time AO correction. In order

to provide a comprehensive study, two configurations are researched: a lab-

scale link with controllable turbulence, and a 340 m long cross-campus link

with dynamic atmospheric turbulence. We show that, even our AO system

provides a limited correction, it is possible to mitigate the errors induced

by weak turbulence and establish a secure channel. Meanwhile, our experi-

mental results suggest that an advanced AO system with fine beam tracking,

reliable beam stabilization, precise wavefront sensing, and accurate wavefront

correction is necessary to adequately correct turbulence-induced error. We

also propose and demonstrate different solutions to improve the performance

of OAM QKD with turbulence, which could enable the possibility of OAM

encoding in strong turbulence.

4.1 Introduction

Since the information is carried by the phase profile, OAM states are vulner-

able to atmospheric turbulence as what we have shown in Chapter 2. Even

though the behavior of OAM states in a turbulent channel has been studied

both theoretically and experimentally [9, 38, 64, 73, 74, 75, 76, 77, 78, 82,

97, 98, 99, 100, 101, 102, 103, 104], realizing high-dimensional OAM-based

QKD still remains challenging because of inadequate correction of realistic

atmospheric turbulence.

To reduce the crosstalk induced by turbulence, most works either rely on
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post-selection of data or increasing the mode spacing (i.e. not using succes-

sive states for encoding) [38, 87, 98]. For a given free-space link, although

these methods can reduce the QSER, they lead to a reduction of photon rate

and size of encoding space. Therefore, the advantage of high-dimensional

encoding on information capacity cannot be fully realized. Moreover, for an

OAM encoding space with mode spacing equal to one, the OAM basis and

ANG basis form the MUBs. A high-fidelity sorter for efficiently measuring

these MUBs has been developed, and its effectiveness has been demonstrated

in QKD systems as well [12, 52, 61]. However, its counterparts for mode

spacing larger than one have not yet been demonstrated, and an ineffici-

cent measurement device may introduce additional security loopholes [105].

Therefore, an efficient approach which can both take the full advantages of

high-dimensional encoding and reduce the crosstalk from atmospheric tur-

bulence is still under investigation.

Conceptually, the simplest technique for overcoming turbulence-induced

errors is to use AO to correct errors without sacrificing the benefits of using

the high-dimensional encoding QKD system. However, since OAM states

are very sensitive to wavefront errors, any imperfect correction may actually

lead to an increase rather than a decrease in QSER, and hence the fail-

ure of QKD system. Most previous experimental works focused on correct-

ing static turbulence simulated by single or multiple random phase screens

[9, 74, 76, 77, 78, 82, 97, 99, 100, 104]. This is based on the fact that the time

scale of the atmospheric turbulence, which is usually much longer than the
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travel time of laser pulses, can be considered as static. However, dynamically

correcting realistic turbulence will lead to additional challenges which cannot

be revealed in a static system. In addition, some theoretical simulations pre-

dict that a simple AO system may not be adequate for turbulence correction

[67, 68, 106]. Therefore, under real dynamic turbulence, using AO systems to

correct errors in OAM states remains very challenging, and the performance

of AO correction in real atmospheric turbulence is still unknown and needs

to be investigated.

4.2 Lab-scale link under controllable turbu-
lence

To quantitatively investigate the performance of AO correction on an OAM

QKD system, we first build a lab-scale link with a controllable source of

turbulence. The experimental setup is shown in Figure 4.1. Alice prepares

her states using a spatial light modulator (SLM) and a 633 nm He-Ne laser.

The laser is first coupled into a single mode fiber (SMF) to generate a fun-

damental Gaussian state (` = 0), which is then collimated with an objective

and illuminates SLM1 (SDE1024 from Cambridge Correlators Ltd). A pair

of lenses (f1 = 0.75 m and f2 = 0.5 m) together with an iris are used to

select the desired state of light, carried by the first-order diffraction from

the SLM. A polarizer and a half-wave plate (HWP1) after these lenses are

used to prepare four different polarization states: horizontal (|H〉), verti-
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Figure 4.1: The configuration of the lab-scale link with a controllable turbu-
lence cell. Both signal and beacon beams go through the center of the RH.
The size of the signal beam is selected to cover the central part of the DM
(3×3 actuators) to avoid the cutoff from the edges. The size of the beacon
beam overfills the DM aperture to provide a precise estimation of turbulence
across the DM. The polarization of the signal beam is controlled by a polar-
izer to encode information while the polarization of the beacon beam is fixed
in |H〉 state.

cal (|V 〉), diagonal (|D〉) and anti-diagonal (|A〉). The beacon beam, which

comes from a 532 nm green laser, is collimated using an aspheric lens from

a SMF. Since the atmospheric turbulence can be considered as nondisper-

sive in visible range, the beacon beam should have similar distortion to the

633 nm beam. Therefore, using a beacon beam whose wavelength is 100 nm

shorter than signal beam is acceptable [67, 107, 108, 109]. The signal beam

(the beam encoded by SLM1) is combined with the beacon beam through the
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use of a beam splitter (BS). Afterwards, both beams propagate collinearly

through the turbulent channel consisting of a turbulence cell (TC) and three

mirrors. The TC is a ring heater (RH) blown on by a fan. We adjust the

level of turbulence by changing three parameters: the temperature of RH,

the fan speed and the number of times that the beams go through the TC.

The separation between BS and RH is 1.5 m while the separations between

RH and the first two mirrors (M4 and M5) are both 0.15 m. For the strongest

turbulence, the beams go through the TC four times and are then reflected

to the deformable mirror (DM) by a fast steering mirror (FSM, OIM5002

from Optics In Motion LLC). For the weakest turbulence, RH is moved 0.3

m away from the beams so that the beams simply bypass the RH but still

experience some turbulence from the edge of RH.

The AO compensation system consists of two parts. The first part has a

FSM and a quad-cell position detector (PD), and is used to correct the beam

wander induced by the 2nd and 3rd Zernike polynomials (in Noll index, i.e.

tip and tilt). To redirect part of the green beacon beam to PD, a 488 nm

50/50 non-polarizing BS (#48-217 from Edmund Optics) is used as a dichroic

mirror, which leads to 7.40% loss in the signal beam. Since only one set of

FSM and PD is involved, either x-y position or the propagation direction

on the DM, i.e. the x-y momentum, can be corrected. In our configuration,

the beam position on the DM is corrected but not the propagation direction.

To minimize the tip-tilt error on DM induced by the FSM, the separation

between FSM and PD is much larger than the separation between FSM
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and TC. That is to say, the FSM is in the near-field of turbulence while

the PD is in the far field. The second part of the AO system consists of a

Shack-Hartmann wavefront sensor (WFS, WFS20-7AR from Thorlabs) and a

DM with 32 actuators (DM32-35-UM01 from Boston Micromachine). WFS

is working in the high-speed mode with 23×23 microlens in use, and the

measured Zernike coefficients are limited to the first 15 terms to give the

best performance. The selection of this optimal specification will be discussed

later. The compensation control is performed by Thorlabs AO kit software

(Version 4.40). To get the optimal wavefront measurement, the beams at DM

plane are imaged onto WFS plane using two Thorlabs best-form spherical

singlet lenses (f3 = 0.20 m and f4 = 0.15 m). Before the WFS, a 605

nm dichroic mirror (#34-740 from Edmund Optics) is used to reflect the

green beacon beam but transmit the red signal beam. To reduce the noise

from beacon beam [15], a laser line filter (#68-943 from Edmund Optics) at

633 nm is used to filter out the residual green light. The DM plane is then

imaged onto SLM2 using another imaging system, consisting of two Thorlabs

best form spherical singlet lenses (f5 = 0.2 m and f6 = 0.2 m), to perform

projective measurements [6]. To measure the polarization degree of freedom,

a polarizer and a half-wave plate (HWP2) are used after the laser line filter.

HWP2 is used to rotate the polarization state (|H〉, |V 〉, |D〉 or |A〉, which

can be used as another degree of freedom in hybrid encoding and will be

discussed later) to |H〉 since liquid crystal SLM only affects horizontally

polarized light.
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To quantify the level of turbulence, we still use the quantity D/r0 to

describe the level of turbulence, where D is the beam diameter because the

beacon Gaussian beam underfills the collection aperture [71, 110]. In our

experimental setup, the OAM states with quantum number ` from −2 to 2

comprise our encoding space with dimension d = 5. The r0 under different

levels of turbulence are estimated from the beam wander at the receiver side

by analyzing the centroid of the received Gaussian states [87]. This leads

to an experimental D/r0 ranging from 0.11 to 3.06, which corresponds to

turbulence levels ranging from weak turbulence to strong turbulence.

We measure the crosstalk matrices between the prepared and received

states under different turbulence conditions, and calculate the measured fi-

delity (F ) as a function of turbulence strength D/r0, which are shown in

Figure 4.2. With the turbulence turned off, we measure an average fidelity

F = 93.69% of the MUBs (the blue dot in Figure 4.2(c)). The fidelity of the

OAM basis and ANG basis can be found in Figure 4.2(a) and (b) respec-

tively. Each measurement takes 1.5 mins so that the total measurement time

for the average fidelity of the MUBs under one specific level of turbulence

is about 150 mins. The measured fidelity of the MUBs is above the fidelity

threshold F = 79.01% for this d = 5 system, which indicates that a secure

quantum channel can be established [53, 55]. As D/r0 increases, F drops

quickly due to an increase in fluctuation levels, and the fidelity in the OAM

basis matches well with the theoretical prediction F = 1− [1+c(D/r0)2]−1/2,

where coefficient c is 3.404 for the no turbulence case [73]. The yellow and
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Figure 4.2: Measured fidelity of lab-scale OAM QKD as functions of tur-
bulence strength and time. (a): measured fidelity of the OAM basis. (b):
measured fidelity of the ANG basis. (c): measured fidelity of the MUBs
which is the average of (a) and (b). The data point with D/r0 = 0.01
corresponds to the no turbulence case. All the yellow and red curves are
least-square fitting results of the measured data using the same model with
different coefficients c. All the error bars are the measured standard devia-
tion of the fidelity distribution over the measurement time. Each error bar is
the average standard deviation of all states in the corresponding basis. One
example of the fidelity histogram distributions is shown in (d). The standard
deviation without AO correction is 11.24%. When AO is turned on, this is
reduced to 8.68%. As a comparison, the measurement uncertainty without
turbulence is 1.46%, which is mainly induced by the laser power fluctuation.
(d): histogram of the fidelity of the OAM state ` = 1 with and without AO
correction. D/r0 is 0.884.

red curves are least square fitting results of the experimental data. Even

under weak turbulence with D/r0 = 0.11, the average fidelity in the ANG
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basis (78.04%) is below the threshold. After we turn on the AO, the fidelity

is improved to 80.07% in the ANG basis and the fidelity in the OAM ba-

sis is improved from 86.69% to 90.35%. Therefore, a secure channel, which

could not have been otherwise established, becomes possible after the AO

correction is applied.

The modest improvement in fidelity mainly comes from the limited per-

formance of the AO with an insufficient number of micromirrors on DM and

the trade-off between speed and accuracy of the WFS. Our DM only has 32

actuators (6×6 square grid without corners). To avoid being cutoff by the

edge, the signal beams are aligned to fall within only the central actuators

(3×3 actuators for |` = 1〉) while the beacon beam fills the entire aperture.

The inadequate number of actuators can result in a low complexity of the

wavefront that can be corrected and a poor accuracy, which means that only

the first few orders of Zernike terms can be corrected with limited precision.

The trade-off between correction speed and accuracy exists in most AO

systems. To provide a fast wavefront measurement, our WFS is set to oper-

ate in the high-speed mode. This specific mode can provide a measurement

speed up to kHz levels by sacrificing the number of lenslets used to estimate

the Zernike coefficients, which indicates that a more accurate wavefront mea-

surement leads to a slower speed of AO compensation. In our case, WFS is

working at 350 Hz, which is also the speed of our AO system according to the

manual of our AO kit (AOK5-UM01-Manual). To optimize the performance,

one needs to first measure the bandwidth of turbulence to select an AO speed
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that is fast enough to sample the turbulence. This goal can be achieved by

measuring the fidelity fluctuations as a function of time. For an AO system

to be effective in compensating for turbulence, its speed must exceed the

fluctuation rate of the atmosphere, a frequency around 60 Hz known as the

Greenwood frequency [111, 112, 113, 114, 115]. Our AO system, with a sam-

pling speed of 350 Hz, satisfies this condition. One also needs to consider the

complexity of the Zernike terms that can be corrected by the DM. If the DM

has a small number of actuators, one can limit the order of Zernikes measured

by the WFS to further improve the speed. Otherwise, the number of Zernike

terms measured by WFS should be large enough to avoid the waste of DM

correction power. From the number of actuators on the DM, the speed of

WFS, and the corresponding number of lenslets, one can determine the beam

sizes on the WFS and then use a telescope to relay the field at DM to WFS.

Through this procedure, the optimal combination of AO speed and the num-

ber of spots on WFS can be found, which will provide the best performance

for each specific system. In our case, since the complexity of the DM (6×6

actuators) limits the performance of our AO system, the number of pixels of

the WFS is set to a lower level (23×23 lenslets) to provide a faster sampling

rate.

Another observation is that for a given AO system, the effect of AO

compensation varies with the level of turbulence. For our system, the optimal

performance occurs when the turbulence is moderate (D/r0 = 0.884). As

shown in Figure 4.2(d), when the correction is enabled, the average fidelity of
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the OAM state |` = 1〉 is improved from 64.68% to 72.24%, and the standard

deviation is reduced from 11.24% to 8.68% as shown in Figure 4.2(d). The

probability of events which have an instantaneous fidelity larger than the

threshold is increased by a factor of 3.48. In contrast, the improvement

in either weak turbulence or strong turbulence is small. This is caused by

different reasons in weak turbulence case and strong turbulence case.

When the turbulence is weak, the Zernike terms that introduce the ma-

jority of the error are tip and tilt, and the high-order terms are usually small

and may be negligible compared to the WFS noise. Even though tip and tilt

can in principle be easily corrected by two sets of FSM and PD, only one set

is involved in our system. Therefore, the propagation direction of the beams

leaving the FSM is not under control. After being imaged onto the DM

plane, the error in the propagation direction should be corrected by the DM.

Apart from tip and tilt, other aberrations in the weak turbulence are not so

strong that thus not much error needs to be corrected. This combination of

errors seems easy to be corrected. However, due to the inadequate number

of actuators on the DM and the noise of the WFS, the AO may introduce

some errors to the system that limits the potential fidelity improvement.

When strong or deep turbulence (extremely strong turbulence) is present,

the high-order Zernike terms contribute more to the errors compared to low-

order terms. Not only does the transverse phase profile get disturbed, but

also the intensity profile is highly distorted. For example, when strong astig-

matism (the 5th and 6th Zernike polynominals in Noll index) is present, the
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phase singularity at the center of OAM states |`〉 will get fractured into `

new singularities, and the OAM states will get stretched to elliptical shapes.

Similar distortion also happens in our cross-campus link as shown in Fig-

ure 4.4(a). This phenomenon is observed when D/r0 equals to 1.90 and 3.06,

which indicates that the turbulence is strong. In such a case, one simple

AO system cannot sufficiently correct the errors in both phase and inten-

sity profiles. Moreover, considering the inadequate number of actuators on

the DM, the complexity of the wavefront that the DM can provide is not

good enough to correct high-order terms. Therefore, an advanced AO sys-

tem including multiple conjugate DMs and WFS with fast speed and high

resolution is essential to correct strong and deep turbulence, while the ex-

act specifications depends on the level of turbulence [106]. In contrast, for

moderate turbulence, Zernike coefficients are usually large enough so that

the WFS can provide a precise measurement, and the DM can also provide

a relatively accurate correction. In the meantime, the wavefront complex-

ity is acceptable. Considering both effects, our AO correction has adequate

performance in the moderate turbulence regime.

4.3 Free-space link across the UR campus

We next investigate the performance of AO compensation in a 340 m long

free-space link across the University of Rochester (UR). The experimental

setup is shown in Figure 4.3. The state preparation stage is the same as the
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Figure 4.3: The configuration of a 340 m long cross-campus link. Both
Alice and Bob are on the optical table. Since the turbulence in the cross-
campus link is not controllable, the turbulence structure number varies be-
tween 5.4×10−15 m−2/3 and 3.2×10−14 m−2/3.

setup shown in Figure 4.1. After BS, the combined beam is expanded using

an achromatic 3× beam expander (GBE03-A from Thorlabs) and launched

to the roof of Bausch & Lomb Hall through the use of one pair of mirrors

(M4 and M5). As shown in the photograph, the hollow retroreflector (#49-

672 from Edmund Optics) and the rotation stage are mounted on an optical

breadboard, which is then mounted on the steel and aluminum frames on

the roof. To protect the retroreflector, a double protection scheme is used.

A high efficiency AR coated protection window is used to seal the front
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aperture of the retroreflector, which can prevent the formation of dew on the

mirrors. The entire system, which is about 35 m above the ground, is also

covered by an acrylic protection box (the front side of this box is replaced

with a high efficiency window (#43-975 from Edmund Optics)) to protect

the retroreflector and stage from weather. The reflected beams are collected

by a pair of mirrors (3 inch clear aperture, M6 and M7), giving a Fresnel

number Nf of the system equal to 4.89. An achromatic lens with 3 inch

diameter (L3, f3 = 200 mm) and a negative achromatic lens (L4, f4 = −40

mm) are used to reduce the beam size. After this, the beams are sent to

the AO system, which is almost the same as what is shown in Figure 4.1

except that the DM has 140 actuators (12×12 without corners, DM140A-35-

UM01 from Boston Micromachine). The large DM has more actuators which

can provide a better accuracy and complexity in the wavefront correction.

To match the size of the clear aperture of DM and WFS, the beam size is

reduced by several imaging systems which are not shown in the figure. All

the lenses used in the imaging systems are best form spherical singlet lenses

to reduce the spherical aberration.

The turbulence structure number C2
n of our cross-campus link is estimated

by calculating the beam wander of the returned |`〉 beam, which yields a C2
n

from 5.4×10−15 m−2/3 to 3.2×10−14 m−2/3. The corresponding D/r0 is from

1.03 to 2.98. This indicates a moderate to strong turbulence [69]. The inten-

sity profiles of the prepared and received states under a turbulence strength

C2
n = 1.9 × 10−14 m−2/3 are shown in Figure 4.4(a), and the corresponding
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Figure 4.4: (a): Examples of prepared and received states in the cross-campus
link with different OAM values. (b): crosstalk matrix of the OAM basis after
AO correction. (c): The theoretical and measured mode transmission effi-
ciency. The error bars correspond to the standard deviation in transmission
efficiencies.
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D/r0 is 2.18. Note that the images of the prepared states have been scaled

up by a factor of 3. The images of the received states only show the field

in the collection aperture, and the intensities of the received |` = 2, 3〉 states

are enhanced by a factor of 1.5. The intensity profiles are strongly distorted

by turbulence so that the original donut shapes of the OAM states are not

maintained. One can also see the effects induced by different Zernike terms

from these images. For example, the first column of the received states have

relatively good intensity profiles but are not at the center of receiver’s aper-

ture. These shifts are the result of tip and tilt. The received states in the

4th column show the effects induced by astigmatism. The received states are

elongated into elliptical shapes, and the phase singularities are fractured into

multiple vortices. In scenarios where multiple Zernike terms dominate the

effect, the received states can be highly distorted leading to indistinguishable

intensity profiles. For instance, as shown in the 5th column, the |` = 0〉 and

|` = 1〉 states are split into 2 separate spots so that the two intensity profiles

are similar to each other. To quantitatively show the statistic of such cases,

we define the charge number of the received OAM states. This quantity

denotes the number of phase singularities in the received states. When the

state is so distorted as to break down, the charge number will become 0. Af-

ter carefully analyzing all the received states, we find that only 0.11% of the

received |` = 0〉 has a charge number more than 0. In principle, the received

Gaussian state should have 0 charge number. Therefore, even though very

rare under this turbulence level, Gaussian state can possibly break down into
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a non-Gaussian shape (as shown in the top right figure of Figure 4.4(a)). For

|` = 1〉, 22.21% of the received states has a charge number equal to 0. This

number becomes 49.52% and 78.74% for |` = 2, 3〉 respectively. This surpris-

ing result comes from the fact that when the beam wander is strong, beams

are easily cut off by the aperture due to the lack of precise beam tracking.

When the cut off happens, the donut shape of OAM states cannot be main-

tained and thus the phase profile will be incomplete, which will lead to the

failure of OAM measurement.

The crosstalk matrix and the measured transmission efficiency are shown

in Figure 4.4(b) and (c). With AO compensation, the fidelity in the OAM

basis is only improved from 19.74% to 22.57% which is far below the fi-

delity threshold (76.30% for d = 7 systems), and the improvement in fidelity

provided by AO is modest compared to the lab-scale data with a similar tur-

bulence level (for D/r0 = 1.90, the lab-scale fidelity can be improved from

35.53% to 43.47%). Meanwhile, the transmission efficiency of OAM states,

especially the high order terms, also fluctuates significantly. As shown in Fig-

ure 4.4(c), the theoretical efficiency of the |` = 3〉 state, including the effect

of mode-dependent diffraction, should be 86.83%. However, the measured

efficiency in the cross-campus link under AO correction is only 73.95% with

7.32% standard deviation, which is 12.88% lower than the expected efficiency.

As a comparison, the measured efficiency of a Gaussian state is 89.21% with

little fluctuation, which is only 1.58% lower than the theoretical efficiency

predicted by the simulation. Considering that we are not in the strong or
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deep turbulence regimes, the low link efficiency with considerable fluctua-

tions and modest improvements with AO are mainly caused by the distorted

beacon beam, finite collection aperture size and mode-dependent diffraction

[6, 66]. These effects are only observed in the cross-campus link since the

lab-scale link has a sufficiently large Fresnel number product (in our case the

Nf > 270 in the lab-scale link) and a more stable turbulence strength. The

breakdown of the Gaussian state is usually observed in strong and deep tur-

bulence regime but is also occasionally observed in our cross-campus link (the

last photograph of the received |` = 0〉 state in Figure 4.4(a)), which leads to

the failure of precise beam tracking for low Fresnel number channels. This

will then lead to a low link efficiency and a problematic tip-tilt correction,

which will introduce additional errors. This effect becomes more severe for a

limited Fresnel number of the link due to finite collection aperture and long

propagation distance. In this case, a high-order OAM state arriving at the

receiver’s aperture will be have a much larger size than the beacon beam due

to mode-dependent diffraction. In our case, due to the spherical aberration

and defocus, the size of the |` = 3〉 states can vary from 6 cm to more than

7.62 cm, which exceeds the size of collection aperture (effective size is less

than 7.62 cm). This indicates that, for a given Fried parameter r0, higher or-

der OAM states with larger cross sections are more distorted than the lower

order states. Therefore, a slight mistracking caused by a distorted beacon

beam will lead to the cutoff of high-order OAM state and hence a lower ef-

ficiency and a much larger error. Meanwhile, due to the mode-dependent
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diffraction, the size of beacon beam (usually in |` = 0〉 state) cannot match

the size of high-order states across the whole link. This indicates that the

beacon beam cannot capture all the aberrations that the high-order states

experience in the link, which leads to an inefficient and inaccurate AO cor-

rection. To solve this, one may need to introduce new protocols to mitigate

mode-dependent diffraction, for example as discussed in previous chapter.

After the analysis above, we can find that, for free-space OAM QKD

channels, one distinctive requirement is the fine beam tracking system with

a reliable beam stabilization, which usually involves multiple FSMs and PDs.

Different from conventional polarization or time-bin encoding systems where

beam tracking and stabilization system only contribute to the transmission

efficiency, such a system can affect multiple factors in OAMQKD systems. As

what we discuss in the previous chapters and above, a successful measurement

of OAM states has two conditions: 1. the phase singularity has to be on

optical axis; 2. the phase profile, i.e. the helical phase structure, has to be

complete. When such a beam tracking and stabilization system is missing, for

example in our configuration, the received OAM states will wander around

in the receiving aperture (Figure 4.4(a))). When this beam wander is not

strong, only condition 1 will contribute to the failure measurement of OAM

states. If the beam wander is so strong that the finite-sized receiving aperture

cuts off OAM states, both condition 1 and 2 result in the poor measured

fidelity of OAM states. Therefore, apart from the enhanced transmission

efficiency, a precise beam tracking and stabilization system will significantly
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improve the fidelity of received OAM states.

However, it is worth noting that a precise beam tracking is still not suffi-

cient to correct the turbulence-induced errors since, in principle, it can only

correct lowest Zernike terms (tip and tilt). As we show in the lab-scale link,

high-order Zernike terms, which can only be corrected by multiple DMs and

WFSs, become dominant under moderate or strong turbulence. That is to

say, an advanced AO system should include two basic compositions: at least

one set of beam stabilization and tracking system, and one set of advanced

wavefront correction system consisting of multiple conjugate DMs and WFSs

[67, 68, 106].

4.4 Additional approaches and discussion

As what we discuss above, a simple AO system cannot provide sufficient

correction of OAM QKD system, and additional approaches are necessary to

further improve the performance.

One widely used solution is increasing the mode spacing in the encoding

space, and we will discuss the effectiveness and limitation of this approach.

As shown in Figure 4.5, by simply increasing the mode spacing to 2, i.e. en-

code information with |` = −4,−2, 0, 2, 4〉 states, we can improve the average

fidelity from 35.53% to 45.72% under the turbulence level D/r0 = 1.90 even

without AO correction. If AO correction is introduced, the average fidelity

can be improved from 43.47 to 57.54%. This improvement can be further en-
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hanced if the mode spacing increases. Under the same turbulence, when the

mode spacing becomes 4 (i.e. using |` = −4〉, |` = 0〉 and |` = 4〉 states), the

fidelity can be improved from 71.49% to 84.33% in a d = 3 system, which is

above the fidelity threshold (F = 84.05%) and a secure channel is achievable

(not shown in the figure).

However, this solution has two limitations. For a fixed dimension d, a

large mode spacing involves states with larger |`|, which will sacrifice the

information capacity and exacerbate the defects induced by mode-dependent

diffraction [6]. As what we discuss in the first and second chapter, the in-

formation capacity of a given link is fixed so that the maximal number of

states supported by this link is limited. Thus, increasing the mode spacing

will inevitably reduce the number of states available for encoding, which fur-

ther leads to a lower information capacity. Furthermore, due to the mode-

dependent diffraction, high-order states will suffer more turbulence due to

the larger beam size. This will result in a lower data rate compared to an

encoding system with the same dimensionality but consecutive states. The

other limitation is the lack of an efficient sorter to measure the corresponding

MUBs. Even though a generic quantum sorter for an arbitrary system has

been proposed, implementing such an idea usually requires multiple phase

screens, which results in a low overall efficiency and hence a lower key rate

and more security loopholes [116, 117]. Even though this approach can alle-

viate the crosstalk problem to some extent, it might be unsuited for OAM

encoding unless these limitations are solved.



CHAPTER 4. MITIGATING ATMOSPHERIC TURBULENCE IN
FREE-SPACE OAM QKD USING ADAPTIVE OPTICS 89

Figure 4.5: (a) and (b): measured crosstalk matrix of the OAM basis in the
lab-scale link without and with AO correction respectively. The mode spacing
is 1 in both cases. (c) and (d): measured crosstalk matrix of OAM basis in
the lab-scale link without and with AO correction respectively. The mode
spacing is 2 in both cases. The turbulence level in all figures is D/r0 = 1.90.

Another approach is to introduce a new degree of freedom, which is robust

to turbulence, as the ancillary basis. By doing so, the dimension d can be

increased significantly, leading to a more robust encoding system. The most
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straightforward idea is using polarization as the ancillary basis, and the new

emerging possible candidate basis include the radial degree of freedom. The

possibility of encoding information on polarization and spatial degrees of free-

dom has been demonstrated in Ref.[8, 118], in which the authors cascade the

spatial mode sorter (including radial and OAM) after HWPs and polarizing

beam splitters (PBSs) to efficiently measure the received photons. Regard-

ing our configuration, by introducing the polarization degree of freedom, the

new joint encoding system has a threshold of 73.78% for d = 10, which is

5.23% lower than the error threshold for a d = 5 system (79.01%) [55]. The

crosstalk matrix is shown in Figure 4.6 with turbulence level D/r0 = 1.90.

By calculating the average fidelity over all polarization states, we can find

that the fidelity of the polarization degree of freedom is 98.23%. This demon-

strates that the polarization degree of freedom is robust to turbulence, and

will not introduce much additional error to the combined OAM-polarization

MUBs.

Even though this improvement in the encoding dimensionality can be

achieved by doubling the OAM encoding space, OAM states, especially the

high order states, are not as robust as polarization states under turbulence

[78, 99, 100]. Therefore, it is more convenient and robust to enlarge the en-

coding space by using polarization degree of freedom. Moreover, as shown

in Figure 4.2, the fidelity under a turbulence level D/r0 = 0.30 can be im-

proved from 70.14% to 75.63% with AO correction. Considering the new

error threshold of 73.78%, this improvement will allow two parties to estab-
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Figure 4.6: Crosstalk matrix of the joint encoding space including both OAM
and polarization degree of freedoms.

lish a secure channel in our lab-scale link, which should have been impossible

without enlarging the encoding space by introducing the polarization basis.

However, we should note that the downside of this solution also exist. Since

the error threshold is a logarithmic function of d, the improvement will be-

come relatively small when the original d is large. Therefore, this approach

is only applicable to systems whose QSER is close to the error threshold.

The last solution is to improve the performance of the entire AO cor-
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rection system, which is conceptually most straightforward but also most

complicated in engineering implementation. As we discuss before, a simple

AO system consisting of one DM, one WFS, one FSM and one PD will not

be sufficient for realistic OAM QKD systems, and the performance of each

device should also be improved. Note that the specifications of each device

depend on the free-space link, and the exact numbers can only be determined

when the link parameters are fixed. The DM needs a large number of actu-

ators to provide a high complexity of reconstructed wavefront, which should

at least match the number of lenslets on the WFS and be complex enough

to correct the dominant Zernike terms. The WFS should have an adequate

number of lenslets and a high SNR for an accurate measurement. The AO

system should operate at a high enough speed, which should be ten times

faster than the Greenwood frequency (around 60 Hz), to comprehensively

sample the time-varying wavefront and control the compensation loop [114].

The bandwidth of the FSM and PD is usually large enough and the more

challenging requirement is the resolution and sensitivity. The FSM should be

able to provide a sufficiently small step size but a considerable angular range

so that it can accurately direct the beams toward the center of receiver’s

aperture even when the displacement is large.

In a real free-space link, an advanced AO system with multiple devices is

necessary to compensate the wavefront error introduced by atmospheric tur-

bulence. The first section of the system should consist of two FSMs, located

at the Alice’s side, to point the beams at the center of collection aperture.
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At the Bob’s side, the second section of correction system needs two FSMs

and two PDs to accurately stabilize the received beams. These two sections

jointly provide a precise beam tracking and control, which is essential to the

advanced wavefront corrections afterwards [67, 68, 106]. In order to mitigate

the error in intensity and phase profiles induced by moderate or stronger

turbulence, an advanced wavefront correction system consisting of multiple

conjugate DMs and WFSs with high resolution and large bandwidths is re-

quired. Based on our experimental data and simulation results [67, 68], we

believe that an advanced AO correction system as described above is nec-

essary. In theory, it should be able to correct the errors even under strong

turbulence as well. However, the performance of such a system on OAM

QKD still needs to be experimentally investigated.

Considering the complexity and cost of an advanced AO system as the one

described above, it might be difficult to comprehensively build such a system.

Therefore, we would suggest the following priority order under a limited

budget. Based on our experimental observation, precise beam tracking is

usually the first priority of the entire AO system. This conclusion comes

from the fact that the OAM states are very sensitive to lateral displacement

at the receiver’s aperture, and such a tracking system is essential to the rest

of the AO system. In addition, we believe the noise level and bandwidth

are more important than the number of actuators on DM and the number

of lenslets on WFS. This conclusion comes from the laboratory observation

that in weak turbulence cases a pair of low-noise and high-bandwidth DM and
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WFS should provide better measurement and correction accuracy than our

results. The bandwidth for a comprehensive correction should be ten times

larger than the Greenwood frequency of the turbulence [114]. However, for

strong atmospheric turbulence, both of the pairs will not work and one has

to use high-resolution and bandwidth DM and WFS.
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Chapter 5

Conclusion and future work of free-space
OAM QKD

In this first half of the thesis, I have tried to enhance the performance of high-

dimensional OAM QKD in a free-space communication channel. The first

study tries to answer the question: what is the optimal information carrier for

OAM states for a distorted, noisy free-space channel. We use transmission

efficiency and the fidelity of the received states to quantify the quality of

each set of OAM modes. Four different states are numerically studied under

various turbulence levels. Based on previous researches, the fidelity of the

received states can be improved by using turbulence correction techniques.

Therefore, we choose MEL states, which have the best transmission efficiency

and the second-to-the best fidelity, as the optimal carrier in our research.

In chapter 3, we have analyzed the performance of a high-dimensional

QKD system based on OAM encoding in the presence of SDD. In practical

free-space quantum links with finite aperture sizes and long transmission

distance, SDD can introduce a high error rate and security loopholes, which
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can significantly reduce the information capacity of the quantum link and the

robustness against quantum attacks. To overcome this threat, we propose

the WPC based on the use of MEL states, which have a uniform loss for all

encoding states. We implemented this approach experimentally and showed

that it can appreciably reduce the QSER and improve the secure key rate per

transmitted photon. Since the two bases in the WPC protocol are orthogonal

and mutually unbiased, the security of this new approach is the same as the

conventional BB84 protocol. Therefore, by intentionally increasing the loss

for certain states to get a uniform efficiency, we can significantly reduce the

adverse effects induced by SDD, and improve the secure key rate in QKD

systems.

In chapter 4, we study the performance and the possibility of OAM QKD

in a turbulent channel under real-time AO correction. The effect of turbu-

lence and the performance of the AO system are quantitatively studied in a

lab-scale link under a controllable level of turbulence. We find that, under

weak turbulence, real-time AO correction can mitigate the error induced by

turbulence and recover the security of the channel. For moderate and strong

turbulence, a simple AO system will not be adequate to mitigate the error

and an advanced AO system as we described above is required. The perfor-

mance of an AO system and OAM QKD in a 340 m long free-space link with

finite collection aperture is also studied. Other than the effects we observed

in the laboratory measurements, additional errors are induced by the lack

of precise beam tracking system and mode-dependent diffraction. These er-
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rors can be mitigated by implementing a precise beam tracking and control.

Finally, we discuss three different solutions to improve the performance of

OAM QKD over a free-space communication link. We anticipate that, by

following our suggestions, one should be able to comprehensively correct the

error induced by atmospheric turbulence, either weak or strong turbulence,

in an OAM QKD system.

We should also note that the main challenge in OAM QKD, no matter

in free-space or fiber channels, is the strong modal-crosstalk induced by the

random media. Therefore, the future demonstration should still focus on the

efficient correction of distorted OAM states. I have also participated in other

projects aiming to solve this issue. For example, the digital phase conjugation

method done by our group has shown a new possibility of correcting OAM

states in both fiber and free-space links [1, 2]. Therefore, we believe that the

spatial modes are still promising candidates for future information-related

applications.
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Chapter 6

Introduction to computational spatio-
temporal characterization of THz pulses

6.1 Terahertz frequency band and challenges
in terahertz sensing

Based on the definition from the International Telecommunication Union,

terahertz (THz) radiation denotes the electromagnetic waves within the fre-

quency band from 0.3× 1012 Hz (0.3 THz) to 3× 1012 Hz (3 THz). A more

flexible definition of THz frequency band ranges from 0.1 THz to 10 THz.

Both definitions indicate the fact that the THz band lies between the mi-

crowave band and infrared band. Due to the lack of efficient generation and

detection of THz radiation, the THz frequency band is considered as the THz

gap for decades. Not until 1980s, few advanced were made, leading to a fast

development of the field.

Since the THz radiation falls between the microwave radiation and in-

frared radiation, it shares some common properties of both frequency bands,
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which further leads to some unique applications of THz radiation. Similar to

microwaves, THz radiation can penetrate a large collection of non-conducting

material including wood, cloth, and plastic, which enables numerous appli-

cations in nondestructive inspection and security check. Due to the shorter

wavelength, THz radiation can provide a better resolution comparing to mi-

crowaves. Like infrared and X-ray, THz radiation can also penetrate skin.

Even though THz photons can introduce bleaching to some proteins, most

biological tissues are not bleached or ionized by THz radiation due to the

longer wavelength compared X-ray and infrared radiations, which is ideal for

biomedical applications. Since some materials have their unique fingerprints

in the THz frequency band, THz spectroscopy based on broadband pulsed

THz radiations becomes a powerful tool to reveal the insights of composite

objects, and hence the THz hyperspectral imaging, which is a spectroscopic

imaging technique that the image can contain the information from a wide

frequency bands, becomes a prominent application of THz technique. There-

fore, in the second half of this dissertation, I will focus on the techniques of

broadband THz pulses, which can inherit both general advantages of THz

radiation as well as the rich spectral information carried by pulses.

However, all the applications discussed above are limited by the inefficient

detection of THz radiations. Even though various studies are performed in

the past three decades, efficient measurement of THz photons is still challeng-

ing in the community. Due to the long wavelength nature of THz photons,

traditional semiconductor photodiodes are not applicable for THz detection.
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Hence, the silicon-based charge-coupled device (CCD) camera is not able to

capture THz images. As a consequence, the most widely used THz cam-

eras are based on thermal detectors such as bolometers. Even though those

incoherent thermal detectors can cover a broad frequency band and more so-

phisticated detectors based on metamaterial are developed in the past decade

[119, 120], the sensitivity and dynamic range are usually unsatisfactory for

weak pulse measurements unless they are cooled.

The most commonly used coherent THz measurement technique is based

on electro-optic (EO) sampling, which can provide a sensitivity less than aJ-

level and an accurate phase measurement with a precision less than 10−2 rad

[121, 122, 123]. The underlying mechanism of EO sampling is the Pockels

effect in EO crystals, which has an apparent similarity between the second-

order nonlinear effect [123]:

P
(2)
i (ω) = 2

∑
j,k

ε0χ
(2)
ijk(ω, ω, 0)Ej(ω)Ek(0)

=
∑
j

ε0χ
(2)
i,j (ω)Ej(ω),

(6.1)

where P (2)
i (ω) is the nonlinear polarization at frequency ω, and χ

(2)
i,j (ω) =

2∑j,k χ
(2)
ijk(ω, ω, 0)Ek(0) is the field induced susceptibility tensor. Since in a

lossless medium χ
(2)
ijk(ω, ω, 0) = χ

(2)
ijk(0, ω,−ω) [124], the nonlinear coefficient

of the Pockels effect is the same as the optical rectification. Thus, a nonlinear

crystal which is ideal for THz generation via optical rectification will be an

appropriate candidate for THz detection. From Eq. (6.1), it is obvious that,
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in a nonlinear media with the second order susceptibility, a static electric

field Ek(0) can introduce a birefringence to the field Ej(ω) and the amount

of the polarization drift is proportional to the field amplitude. Inversely,

one can also determine the field amplitude by measuring the field-induced

birefringence, which is the cornerstone of EO sampling. It is worth noting

that the assumption of the static electric field Ek(0) is usually valid in THz

detection because the electric field of THz pulses can be considered as a

static field due to the much slower oscillation compared to the optical or

near-infrared (NIR) pulses.

Figure 6.1: The typical configuration of a THz time-domain spectroscopy
system. The dark red line denotes the signal pulse while the dim red line
stands for the probe pulse.

Based on EO sampling, researchers develop the THz time-domain spec-

troscopy (THz TDS) system, which becomes the dominant technique for
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coherent detection of THz pulses. The typical setup of THz TDS is shown

in Figure 6.1. The laser pulse is splitted into two parts by a beam splitter.

The first pulse, which is usually the stronger one and called the signal beam,

is used to pump a THz emitter for THz pulse generation. Note that this

THz emitter can be but not limited to nonlinear crystals, antennas, plasma

or spintronic devices. After the generation crystal, the THz pulse is usually

focused onto the unknown object to provide a better signal-to-noise ratio

(SNR). A THz lens or parabolic mirror, which is not shown in the figure,

is used to refocus the THz pulse, which is carrying the information of the

object, onto the detection EO crystal. The second pulse, which is usually

named as the probe beam, is used as the reference to measure THz pulses.

To make sure both pulses interact in the EO crystal, they have to be spatio-

temporally coincide with each other, and the relative time delay between two

pulses can be adjusted by a delay stage. Thus, the system becomes a two-

arm nonlinear interferometer. We should note that even though the delay

line is shown in the probe arm, it can also be placed in the signal arm. After

the EO crystal, the polarization drift of the probe pulse will be detected by

the polarization analyzer. To enhance the sensitivity and robustness against

noises, the signal is usually detected by a pair of balanced photodiodes and

analyzed by the lock-in amplifier. If we use Ps(t) to represent the differenti-

ated signal detected by the balanced photodiodes, we will find the following



CHAPTER 6. INTRODUCTION TO COMPUTATIONAL
SPATIO-TEMPORAL CHARACTERIZATION OF THZ PULSES 103

relation [123]:

Ps(t) = 1
c
I0(ω1)ω1Ln

3
0(ω1)r14ETHz(ωTHz, t), (6.2)

where c is the speed of light in vacuum, and ETHz(ωTHz, t) is the THz electric

field. I0(ω1) is the intensity of the probe on the detection crystal. L is the

thickness of the detection crystal, and ω1 is the frequency of probe. n0(ω1)

is the refractive index of the detection crystal at optical frequency ω1. r14 is

the EO efficient of the detection crystal, and here we have assumed that the

detection crystal is ZnTe.

Even though EO sampling can provide coherent measurement of THz

pulses with a high sensitivity and precision, it is not very convenient in real

applications such as THz imaging. To measure the image of an unknown

object, raster scanning is usually required to provide the sampling over the

entire transverse plane. If a hyperspectral image is required, raster scanning

all three degrees of freedom, two transverse and one longitudinal degrees of

freedom, is necessary to acquire a comprehensive hyperspectral image. This

time-consuming measurement procedure can take hours to get one image,

which is not ideal for real applications.

To reduce the data acquisition time in the imaging process, EO imaging

was demonstrated as a real-time THz imaging technique in late 1990s [125,

126]. Rather than focusing the THz pulse onto one single spot, researchers

use parabolic mirrors or THz lenses to collimate the THz pulse, and adjust
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the size of the THz pulse to be large enough to cover the unknown object.

Then this collimated THz pulse is used to illuminate the unknown object.

After the polarization analyzer, a camera is used to replace the photodiode

to provide the real-time measurement of the entire transverse structure of

the THz pulse. The balanced detection strategy in the single-pixel THz TDS

system can be implemented as well to further enhance the sensitivity and

robustness against noises. However, EO imaging inevitably has a worse SNR

comparing to the conventional raster scanning THz imaging, which mainly

comes from two facts: 1. The sensitivity of camera sensor is usually worse

than photodiodes; 2. The intensity of the THz pulse in EO imaging is much

weaker. Therefore, based on Eq. (6.2), both reasons result in the fact that, to

get a high quality image from EO imaging, a THz pulse with a large electric

field, hence the high pulse energy (pJ to nJ level), a thick EO crystal and a

high-performance camera are necessary. In order to generate a pJ to nJ level

THz pulse, the pump pulse energy is usually above µJ level. This indicates

that the compact oscillator lasers without amplification cannot be used due

to the weak pulse energy (usually sub-µJ level). Therefore, to meet these

requirements, a complicated and expensive system would be required, which

is not convenient for most applications.

Some new techniques have emerged in the past two decades to achieve

fast THz imaging with a high sensitivity. For example, the interferometric or

tomographic method can significantly reduce the number of measurements

to get a good image. However, the acquisition speed is still limited by the
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scanning rate unless a sensor array is used [127, 128]. Another possible ap-

proach is THz reciprocal imaging, which can achieve high-speed imaging with

a single-pixel detector but requires multiple sources modulated at different

frequencies [129]. Therefore, this method is not ideal for most applications.

To reduce the measurement time in the time-domain measurement, nu-

merous attempts are demonstrated as well. The most widely used approach

is still mechanically scanning a delay line. By designing various mechani-

cal stages, the state-of-art scanning rate can be hundreds of Hz providing

real-time TDS measurement. However, the physical limitation of mechani-

cal scanning, such as accuracy and stability, cannot be omitted. Single-shot

measurement is another approach to achieve real-time THz measurement us-

ing cameras or spectrometers. However, due to the limited performance of

cameras and spectrometers, the measurable THz pulses are usually at pJ to

nJ level. Thus, this technique is not applicable for weak pulse measurement

at the moment [130]. Asynchronous optical sampling has been demonstrated

to be effective for real-time THz pulse measurement as well [131, 132]. Un-

fortunately, the system has to include two mode-locked ultrafast lasers with

a fixed repetition frequency offset, which is not ideal for real applications as

well.

Based on what we discuss above, we can conclude that for practical and

time-critical applications, a THz sensing system should not only preserve

the advantage in detection sensitivity of the single-pixel detection scheme

and the coherent detection nature of EO sampling, but also have a fast data-
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acquisition time to achieve real-time spatio-temporal characterization of THz

pulses. Luckily, regarding the spatial measurement, these requirements nat-

urally coincides with the advantage of single-pixel imaging technique so that

developing practical THz single-pixel imaging system becomes a promising

direction. Meanwhile, due to the spatio-temporal duality of light pulses, ap-

plying the concept of single-pixel imaging to the time domain could be a

possible solution to achieve real-time, sensitive THz sensing as well.

6.2 Principle of single-pixel imaging and com-
pressive sensing

Before we introduce the development of THz single-pixel imaging in the past

decade, it is convenient to briefly introduce the history and principle of single-

pixel imaging (SPI), as well as the major algorithm used in this technique:

compressive sensing.

SPI originates from ghost imaging, which was firstly developed by Yanhua

Shih’s group in 1995 [133, 134]. In the early development of ghost imaging,

the phenomenon is believed to originate from the quantum nature of light.

Until 2002, Robert Boyd’s group demonstrates that the quantum source is

not necessary and the result can be obtained by using a classical source along

with correlation measurement [135]. From that point, people start realizing

that the core of ghost imaging is not entanglement but the correlation be-

tween the measurement results and corresponding structured illumination
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used to sample the objects. In 2008, the computational ghost imaging is

proposed theoretically by Jeffrey Shapiro, who points out that the camera,

which is used to record the structure of the illumination in ghost imaging,

is not necessary if one deterministically prepare the structured illumination

using a SLM [136]. The first experimental realization of this proposal is

demonstrated later by Yaron Silberberg’s team, which becomes the prototype

of SPI [137]. Since then, this technique becomes a computational imaging

technique and is demonstrated in multiple fields including different electro-

magnetic waves at various wavelengths, 3-D imaging, acoustic imaging, etc

[138, 139, 140, 141].

Figure 6.2: The flowchart of the single-pixel imaging procedure.

Conventional imaging systems are based on plane-wave illumination and

cameras. The sampling of the continuous electromagnetic wave is executed
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by the pixelated sensor array on the camera simultaneously, while the sam-

pling size is the pixel size of the sensor array. As a comparison, the procedure

of SPI is very different as the flowchart we show in Figure 6.2. The first step

is using various structured illuminations, sequentially in time, to sample the

object, and a single-pixel detector, without any spatial resolution, to collect

the entire electromagnetic field after the object. Then by correlating the

structured illumination and the corresponding signal registered on the detec-

tor, the image can be computationally recovered using compressive sensing.

The entire procedure can be understood mathematically using vector de-

composition as well. If we assume the desired image has N pixels, we will

use a N -dimensional unknown vector ψ in a N dimensional Hilbert space to

represent it. Therefore, this unknown vector can be decomposed into a set

of complete orthogonal basis S in that N dimensional Hilbert space with a

coefficient vector φ. We can rewrite this decomposition into the matrix form:

ψ = Sφ, where ψ and φ are two N dimensional column vectors representing

the unknown vector and the coefficients of each basis vector respectively. S

is a N × N matrix and each row represents a basis vector in the Hilbert

space. Therefore, one can reconstruct the unknown vector ψ by measuring

the coefficients sets φ in the complete orthogonal basis S, and these coeffi-

cients can be found as φ = S−1ψ. In order to measure the coefficient vector

φ, the unknown vector ψ needs to interact with the sampling matrix S−1,

which is the most important step in the experimental realization.

In the conventional imaging system using either raster scanning or cam-
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eras, the sampling basis S is the natural basis which is a N -dimensional

identity matrix and each row vector representing the sampling of one specific

position. Therefore, there is no correlation in the sampling process between

two arbitrary positions. The only difference between raster scanning and the

camera is that the sampling process happens simultaneously for all positions

in camera while sequentially in raster scanning. However, we can use other

basis, whose row vectors contain multiple nonzero elements, to sample multi-

ple positions simultaneously as well. In this case, each sampling includes the

correlation between multiple positions and thus provides richer information

in each measurement. To get a better understanding, we will use an example

to illustrate the difference. We assume that a A×B image with N = AB can

be unwrapped into a N -dimensional vector ψ whose the first B elements are

the B elements in the first row of the image. If we are using the natural basis

to recover the image, the kth row vector of S will represent the sampling of

the kth element in ψ, which corresponds to the position (a, b) in the image

where k = (a − 1) × B + b. As a comparison, if we use a more complicated

matrix S and assume that the kth row vector of S simply have 2 nonzero ele-

ments, the (k+1)th and (k−1)th element, this row vector will jointly sample

both (a, b+1) and (a, b−1) positions in the image. This further leads to one

advantage of SPI: better SNR than conventional imaging. If we assume that

the noise-equivalent power of all detectors, including both photodiodes and

each single detector on the detector array, is the same, the image acquires

by both raster scanning and camera will have the same SNR. As a compar-
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ison, since multiple pixels are illuminated during each sampling in SPI, the

SNR will be much higher than raster scanning and camera imaging, and the

experimental demonstration will be present in the next chapter.

Another advantage of SPI is the more efficient data acquisition step when

the compressive sensing (CS) algorithm is used, thereby a reduced require-

ment of data storage and transfer, which is especially important for applica-

tions involving a large amount of data such as hyperspectral imaging. The

basic idea of compressive sensing comes from the fact that, for a N dimen-

sional vector ψ, it is possible to find a basis R that most coefficients in the

coefficient vector φ are zero or very small. What the CS does is to exploit

the sparsity of the signal vector, through optimization, to recover most in-

formation by only adopting those nonzero coefficients. Therefore, one can

beat the Nyquist sampling limit by sub-sampling the signal without losing

too much information. To successfully implement CS, two conditions have

to be fulfilled: the sparsity of the signals of interest, and the incoherence of

sensing basis S and recovery basis R [142].

Sparsity pertains to the signals of interest that is independent of the

choice of sensing basis. Luckily, most signals in nature are sparse if they are

represented in convenient bases [142]. Therefore, in most cases, we don’t have

to worry about the first condition. The second condition requires that the

sampling and recovery bases are mutually incoherent. The coherence between

two bases is defined as the largest correlation between any two elements in
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S and R:

µ(S,R) =
√
N ×max|〈Sk, Rj〉|, (6.3)

where N is the dimension of the basis and 1 ≤ k, j ≤ N . Therefore, two bases

are maximally incoherent when µ(S,R) = 1. One example of maximally inco-

herent bases is the Fourier conjugate bases (for example position-momentum,

time-frequency). Another general choice of the sampling basis is random ba-

sis since it has little coherence with any fixed basis (µ(R, S) ∼
√

2logN).

This explains why random basis, no matter in spatial ghost imaging or tem-

poral ghost imaging, can always work as the sampling basis in CS. However,

we will show that random basis is usually not the ideal choice of the sampling

basis.

We first assume that the signal ψ can be measured using basis S with the

measurement result coefficient vector φ: φ = Sψ. Now we assume that there

is a basis R which is incoherent with S. If we assume that most coefficients

under this representation R are close or equal to zero, we can recover the

signal ψ by `1-norm minimization. The solution coefficient vector φ′ can be

found by solving the convex optimization problem [142, 143]:

min ‖Rψ′‖`1 , subject to Sψ
′ = φ

′
, (6.4)

where ‖ · ‖`1 is the `1-norm. If the coherent coefficient between two bases

Q and T is very little, i.e. two bases are incoherent, the THz field vector ψ

can be reconstructed with M ≥ O[Klog(N)] measurements, where K is the
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number of nonzero components of vector Rψ [144]. Therefore, we can surpass

the Nyquist rate but still recover the field with a high fidelity, where the

fidelity is defined as the correlation coefficient between the vector recovered

by CS and the vector recorded by camera.

Before we proceed, it is necessary to discuss the basis choice in CS. As

what we discuss above, Fourier conjugate basis and random basis are both

common choice of sampling basis in CS. From a historical reason, random

basis has been used in ghost imaging or SPI for about two decades since the

early development of ghost imaging. However, we have to carefully reconsider

the use of random basis and keep in mind that the goal of using CS is to

achieve high fidelity signal recovery via sub-sampling the signal. Even though

random basis is a choice of sampling basis for most scenarios, it is not the

ideal choice in most cases due to the randomness in the sampling process.

This randomness will result in a noisy recovered signal if one strictly sub-

samples the signal and does not average out these noise. Therefore, when the

random basis is used, one usually has to over-sample the signal to eliminate

noise, which loses the point of implementing CS instead. The experimental

demonstration has been reported separately by different groups and will be

shown in the next chapter. Thus, a deterministic basis is a better choice in

real applications unless the preparation of such basis is not available.

One widely used and deterministic basis is the family of Hadamard matri-

ces (HM), which includes many differently ordered HM such as the natural-

ordered HM and Walsh-ordered HM. This matrix is a square matrix whose
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elements are either +1 or -1, and satisfies the relation: HHT = HTH = NI,

where HT is the transpose of H and I is the N -dimensional identity ma-

trix [145]. Since the rows of the matrix are mutually orthogonal, the N -

dimensional HM matrix naturally spans a N -dimensional Hilbert space, and

the row vectors are basis vectors [145]. Mathematically speaking, multiplying

the HM to a vector is called the Hadamard transform of the vector, which is a

generalized Fourier transform. Therefore, HM is the Fourier conjugate basis

which is maximally incoherent with the natural basis. That is to say, when

we use HM as the sampling basis in SPI, the measurement is done at different

spatial frequencies. If we use HM to sample a temporal signal, the measure-

ment is done at different frequencies. Considering the fact that low frequency

components carry the major information of most signals in nature, it is con-

venient to use Walsh-ordered HM as the sampling basis, whose row vectors

represent different frequencies in an increasing order. Meanwhile, using HM

in imaging can minimize the mean square error of the image as well [145].

Therefore, using Walsh-ordered HM as the sampling basis is advantageous

and convenient, which will be our choice of sampling basis.

In the next two chapters, we will focus on applying the concept of SPI

in THz sensing. We will first introduce the development of THz SPI and

reveal the fact that all current THz SPI techniques either require the fabri-

cation of THz devices, a complicated system with multiple lasers, or suffer

from a limited sampling rate as well as the tradeoff between resolution and

SNR. To provide a simple and robust configuration of THz SPI, we propose
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and demonstrate the concept of probe-beam encoding. Images are recovered

using different measurement approaches, and a comprehensive discussion is

provided. Later, we implement the concept of SPI into the time domain, and

propose the concept of temporal SPI for the first time. By using the tem-

poral SPI based on probe-beam encoding, we successfully recover ultrafast

signals at different frequency bands with a high measurement efficiency and

fidelity. The robustness against temporal distortion is also demonstrated. We

show that a THz spectroscopy system can be realized only with our sensitive

technique even with the help of machine learning.
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Chapter 7

Computational sampling of terahertz
field based on probe-beam encoding

7.1 Development of terahertz SPI

From our discussion in the last chapter, we can find that SPI is naturally

compatible with THz TDS systemsbecause it solely requires a single-pixel

detector for the measurement. Moreover, the high SNR and better mea-

surement efficient are both desired feature for THz sensing. However, the

difficulty of directly applying this technique to THz frequency band is the

lack of THz SLM.

The most important step in the sampling process of SPI is the prepa-

ration, especially the deterministic preparation, of structured illumination.

This is straightforward for optical and NIR frequency bands due to the high-

performance commercially available SLM, while for THz band, such devices

are not available. Therefore, in the past decade, people devote their efforts to

find effect ways to modulate the structure of THz pulse. The modulation of



CHAPTER 7. COMPUTATIONAL SAMPLING OF TERAHERTZ FIELD
BASED ON PROBE-BEAM ENCODING 116

the THz illumination in first experimental realization, which is demonstrated

by Daniel Mittleman’s group, of THz SPI is achieved by using spatial masks

[146]. The random sampling basis is printed onto numerous metallic masks,

which are illuminated by a plane-wave THz pulse. A Chinese characeter

"light" is successfully imaged at different compression ratios (CR). Compres-

sion ratio is defined as the ratio between the number of measurements taken

in the experiment over the number of measurements that would correspond

to the Nyquist sampling rate. As the first demonstration, this work shows

the potential ability of imaging THz waves using a conventional TDS system.

However, as one can imagine, static masks are not ideal tools for real appli-

cations due to limited flexibility. Moreover, the limited mechanical switching

speed further increase the total measurement time, which is not practical for

time-sensitive imaging.

Thus, people start trying to develop THz SLMs to efficiently modulate

THz pulses. The first attempt of THz SLM is also carried out by Daniel Mit-

tleman’s group in 2009 [147]. A 4 × 4 active THz metamaterial is prepared

as the THz SLM. Due to the limited performance including low modulation

depth, large crosstalk between adjacent pixels and a small number of pixels,

THz SPI was not demonstrated at that moment. In 2014, Willie Padilla’s

group demonstrate the first THz SPI using a metamaterial-based THz SLM

[148]. A cross sign is imaged with 8×8 pixels using a 64-dimensional HM and

random matrix. With a 70% CR, they can achieve real-time imaging at 1

frame/s and the switching rate is about 45 Hz. This state-of-art demonstra-
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tion shows the possibility of building customized THz SLMs and using it for

SPI. However, the performance of these THz SLMs are still worse than their

optical counterparts. They are not only hard and expensive to fabricate, but

also have a slower switching rate and a much fewer number of pixels even

compared to LCOS-SLMs.

People then try to use optical SLMs to modulate structures of THz pulses.

The first demonstration is also done by Willie Padilla’s group in 2013, and

then becomes a popular approach in the past few years [149]. Through

modulating the density distribution of the photoexcited free carriers in semi-

conductors and hence the THz transmittance distribution, they successfully

modulate the THz structure using a commercially available optical SLM.

The high flexibility and speed of optical SLMs enable the real-time recovery

of a 7 × 9 image. This method is then adopted to achieve near-field THz

imaging in 2016 [150]. However, the main limitation of this approach is the

complicated system and the slow response of free carriers in semiconductors.

To excite the free carrier, an additional laser is required. Splitting the laser

pulse used for THz TDS into the third copy is effective way to avoid the

requirement of a new laser. However, this will further results in a more com-

plicated system which is basically a three-arm interferometer. Moreover, the

switching speed of this approach is fundamentally limited by the free-carrier

lifetime in semiconductors, leading to a modulation rate around kHz. There-

fore, even though this approach has been developed over 8 years, real-time

imaging has only been demonstrated recently for 32× 32 images [151].
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A novel approach of using optical SLMs to achieve THz SPI is proposed

in 2018 [152]. Based on the concept of nonlinear ghost imaging, structured

pump is firstly prepared with optical SLMs and then used to generate struc-

tured THz pulses. The system is almost the same as the conventional THz

TDS system, and therefore a simple and reliable configuration is obtained.

However, due to the limited damage threshold of optical SLMs, the energy

of the pump pulse cannot be strong, and hence the generated THz pulse

will have a lower upper bound of the pulse energy. One possible solution

to this issue is using a thicker crystal for THz generation. Unfortunately,

due to the strong diffraction of THz pulses, the structured pattern on THz

pulses will quickly get blurred during the propagation inside a thick crystal,

leading to an inaccurate sampling of the object. Therefore, this approach

fundamentally suffers from the tradeoff between SNR and resolution.

Thus, it is necessary to develop a simpler THz spatial sampling approach

which not only preserves the advantage in simplicity and flexibility of the

conventional THz TDS, but also takes the advantage of commercially avail-

able optical SLMs.

7.2 Concept of probe-beam encoding and the
theoretical model

As what we introduce in the last chapter, the EO effect is one of the most

widely used THz techniques for coherent detection. When a THz field inter-
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acts with an EO crystal (usually ZnTe or GaP), it introduces a birefringence,

which modifies the polarization of a co-propagating 800 nm NIR probe beam.

This rotation in polarization is measured by a pair of balanced detectors to

determine the time-dependent THz electric field. If we rewrite Eq. (6.2)

in the form containing the transverse distribution of fields, we will have the

following equation describing the relation between the probe-beam intensity

distribution I0(x, y, ω1) and THz field distribution ETHz(x, y, ωTHz, t) :

Ps(t) =
∫ ∫ 1

c
I0(x, y, ω1)ω1Ln

3
0(ω1)r14(x, y)ETHz(x, y, ωTHz, t)dxdy, (7.1)

where ETHz(x, y, ωTHz, t) also carries the information of the unknown object.

It is obvious that only the THz field which both spatially and temporally

coincides with the probe on the detection crystal can be detected. Therefore,

solely manipulating the probe arm in the spatial domain is equivalent to

spatially modulating the THz field in the same manner but leaving the probe

field unchanged. Moreover, from the measurement point of view, as long as

the polarization of the optical probe is kept, spatially changing the probe

field will not change the signal on the balanced detector. Therefore, from

the SPI point of view, it does not matter whether we manipulate the THz

field or the probe field. However, even both methods give the same result

in principle, encoding patterns on the probe beam can significantly simplify

the system without any additional requirement as what we discuss in the

introduction. Moreover, since the energy of the probe pulse is intrinsically
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weak and irrelevant to the pump pulse energy, there is no limitation on

the pump pulse so that a strong THz pulse is applicable. Therefore, it is

advantageous to use probe-beam encoding to achieve THz SPI.

To encode HM basis onto the probe beam, we will use a commercially

available NIR SLM. Since HM is a square matrix with +1 or −1 elements

and SLM cannot encode negative values, we have to decompose the HM

matrix into H+1 and H−1 which carries only +1 or 0 elements and −1 or 0

elements respectively: H = H+1 +H−1 = H+1−|H−1|. Considering the rules

of linear algebra, we have the following relation to reconstruct the image:

ψ = (H+1 − |H−1|)φ, (7.2)

where both H+1 and |H−1| only carry +1 or 0 elements so that they can be

generated from SLM directly.

Now we consider an unknown object with intensity distribution O(x, y)

placed before the detection crystal. For a given ith HM pattern Ii(x, y, ω1)

which is imaged from SLM plane onto the detection ZnTe crystal with thick-

ness d = z1−z0, we can find the measured THz total field Ps,i from Eq. (7.1)

as:

Ps,i(t) =
∫ ∫ ∫ z1

z0

1
c
Ii(x, y, z, ω1)ω1Ln0(ω1)3×

r14(x, y)ETHz(x, y, z, ωTHz, t)dxdydz,
(7.3)

where ETHz(x, y, z, ωTHz, t) can be found from scalar diffraction theory using
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angular spectrum:

ETHz(x, y, z, ωTHz, t) =F−1{F [O(x, y, 0)]×

exp
[
i2π

√
(kTHz/2π)2 − f 2

x − f 2
y z
]
}.

(7.4)

F and F−1 represent Fourier Transform and inverse Fourier Transform re-

spectively. fx and fy are spatial frequencies in x and y directions. Here, we

have assumed that the THz wave has a uniformly distributed intensity. One

can then find the corresponding HM pattern Ii(x, y, z, ω1) using Eq. (7.4).

With Ii(x, y, z, ω1) and ETHz(x, y, z, ωTHz, t), we can find the signal Ps,i for

the ith pattern. By repeating this procedure for all patterns, we can get the

signal set Ps,i which form the coefficient vector φ. This coefficient vector

will be used to reconstruct the image vector ψ through Eq. (7.2). To show

the state of art, the analysis here does not include the broadband nature of

THz pulse. However, the simulation we will show already take the spectra

contribution into consideration.

7.3 Experimental realization of THz SPI via
probe-beam encoding

The experimental setup is shown in Figure 7.1. A THz pulse, generated

through optical rectification from a ZnTe crystal as shown in the schematic

Figure 7.1(a) and (b), passes through a covered object and is detected through

electro-optic sampling by another ZnTe crystal [153]. A sequence of spatial
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Figure 7.1: (a). Diagram showing the schematic system configuration while
(b) shows the detailed feature of the sampling approach. The unknown ob-
ject, an AF test chart, is wrapped in paper so that it is invisible to the
NIR probe beam. P1, P2, and P3 are polarizers while HWP1 and HWP2
represent half-wave plates. L1 and L2 image the SLM plane onto the left
surface of detection ZnTe crystal. BS is a 50/50 beam splitter. The mod-
ulated probe beam is then sent to a single-pixel detector for measurement.
Detailed specifications can be found in the Methods. (c). The spectrum of
the generated THz pulse, and the time-domain electric field distribution with
a spatial mask encoded on the NIR probe beam. The spectral peak occurs
at 0.32 THz, which corresponds to 940 µm central wavelength. The SNR
of the THz signal is about 300. (d). The flowchart shows our procedure of
single-pixel imaging via probe-beam encoding.
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masks is loaded on the SLM to encode the NIR probe pulse. Then this

spatially encoded 800 nm probe beam first illuminates the detection ZnTe

crystal in the counter-propagation direction of the THz pulse as shown in

Figure 7.1(b). On reflection from the both surfaces of the detection ZnTe

crystal, two reflected NIR beams co-propagate with the THz pulse. However,

only the polarization of the beam reflected from the left surface of the crys-

tal is modulated by the spatiotemporally coincident THz field. To separate

these two reflected beams, the detection ZnTe crystal is slightly tilted, and

one lens is then used to focus them (not shown in the figure). With the

help of an iris at the focus, the reflected beam carrying information is se-

lected out and sent to the single-pixel detector, consisting of a quarter-wave

plate, a Wollaston prism and a balanced photodiode detector, to retrieve the

time-dependent THz signal. The original time domain THz pulse and cor-

responding spectrum are shown in Figure 7.1(b) and (c), respectively. The

object, a positive US Air Force (AF) target made with chromium, is wrapped

in a 70-µm thick piece of paper, and placed tightly before the detection crys-

tal. Therefore, THz pulse only travels about 70 µm before interacting with

the detection crystal, and the near-field information is maintained [154]. As

shown in the flowchart in Figure 7.1(d), after recording the THz signal and

the corresponding patterns, the THz transverse field distributions can be re-

constructed with computational algorithms. Note that the translation stage

keeps at the peak value position during the imaging process.

We first use the HM to probe the THz field, and successfully recover the
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Figure 7.2: (a). The original AF target. The red square is the area that the
probe beam illuminates. The blue circle shows the parts illuminated by the
THz field. (b). The experimental result with 128×128 pixels showing the
resolution limit. (c). The contrast as a function of strip separation d. The
red dashed line is the threshold contrast assumed by Rayleigh criterion. Two
points can be resolved if the contrast is equal or greater than 20%. Therefore,
the element set with d = 55 µm is not resolved while the element set with d
= 62 µm is resolved according to the Rayleigh criterion.

field distribution with 128×128 sample points. As what we discuss before,

since the SLM can only encode non-negative values, we have to break the

HM into H+1 and |H−1|. The experimental realization of this procedure is



CHAPTER 7. COMPUTATIONAL SAMPLING OF TERAHERTZ FIELD
BASED ON PROBE-BEAM ENCODING 125

done by encoding the probe beam with H+1 and |H−1| patterns sequentially

on one SLM, and recording the corresponding signals. To reconstruct the im-

age, one needs to subtract the |H−1| patterns weighted by the corresponding

signal from H+1 patterns weighted by the corresponding signal. Although

this differential method will double the measurement time, it can eliminate

the source noise if one immediately shines the |H−1| mask right after the

corresponding H+1 mask. That is to say, one does not need to introduce any

additional power monitor to track the laser power fluctuation.

7.4 Resolution estimation

The experimental results are shown in Figure 7.2. In Figure 7.2(a), we se-

lectively sample the central elements of the AF chart to estimate the spatial

resolution limit, which is defined as the size of the smallest resolvable feature.

The recovered image is shown in Figure 7.2(b), and has a square sampling

pixel with 32 µm width(i.e. one pixel consists of 2×2 pixels on the SLM).

In Figure 7.2(c), we show the contrast of each element in group 2, and ele-

ment 3-1 (the first set of elements in group 3) and 3-2 as a function of strip

separation d in the X direction. We find that the element with d = 55 µm

(element 3-2) has an average contrast of 18.10%, while the element with d

= 62 µm (element 3-1) has a 32.28% average contrast. Since from Rayleigh

criterion, two points are barely resolved with a contrast equal to 20% (red

dashed line in Figure 7.2(c)), the resolution of our system is found to be
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62 µm. Considering the central THz wavelength (λc) is 940 µm, we have

achieved a resolution of about λc/15.

It should be noted that the features in the X direction are better resolved

than those in the Y direction due to the horizontal polarization of the THz

beam [150]. A better resolution in the Y direction can be expected when the

THz field is vertically polarized, and to get a better resolution for features in

all direction, a circularly polarized THz field may be required. Since the strip

separations in elements 3-1 and 3-2 are 62 µm and 55 µm but the sampling

pixel is 32 µm, we can see strong pixelization effects in the experimental data.

The pixelization makes the reconstructed image blurred, and further limits

the resolution of our scheme. Through the simulations shown in the later

section, we find that the resolution of our configuration (with a 32 µm pixel

size) is less than 35 µm. This resolution limit can be further improved to 11

µm (λ/86) if the pixel size is 8 µm. Another interesting observation from

the simulation shows that a longer central wavelength can provide a better

spatial resolution. This counter-intuitive conclusion comes from the nature of

near-field imaging. As analyzed in the previous work [154], for the diffraction

field of a sub-wavelength object in the near-field region, a small ratio of z/λ

can maintain more features, where z is the propagation distance. Therefore,

the factors that limit the spatial resolution include the polarization of the

illumination, the pixel size, the thickness of the detection crystal, the central

wavelength of the THz pulse and the separation between the detection crystal

and object. Thus, we can further improve the resolution to few microns
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through illuminating a longer wavelength THz pulse on a thinner crystal

with a larger nonlinearity, as well as encoding the probe beam with a smaller

pixel size and moving the sample closer to the detection crystal [155, 126].

Note that, our scheme can probe any portion of the THz field without

changing optics. This is because that we can change the location of the NIR

probe on the THz field through the change of the location of the encoding

masks on the SLM using Matlab. For instance, the results that we show above

use the central part of the SLM for encoding, which yields a reconstructed

field of the central part of THz field.

7.5 Comparison of different imaging algorithms

As what we introduce in the last chapter, raster scanning is the prevalent

single-pixel sampling technique due to the lack of economical high perfor-

mance THz cameras. The limitations in speed and contrast become apparent

when the total number of sampling points increases. With a finer sampling

and an increased number of pixels, the SNR on each pixel is reduced due

to the reduction in the signal level on each pixel. As a result, one needs to

significantly increase the integration time in order to average out the noise.

Furthermore, finer sampling also requires very precise mechanical controls.

As a comparison, SPI removes the requirement of mechanical scanning, which

results in an accurate sampling control. Because multiple pixels are sampled

in each measurement, the limitations due to the detector noise are mitigated.
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Moreover, different algorithms can provide various benefits in image quality

and reconstruction speed.

Figure 7.3: (a). Original "UR" object. (b). Field distribution obtained by
raster scanning. (c). Field distribution reconstructed by HM algorithm. (d).
Reconstructed field obtained by random masks. (e) and (f). Recovered field
through the use of CS with different sampling ratios.

To directly show the advantage of SPI, the experimental comparison of

raster scanning, HM and CS algorithms is shown in Figure 7.3. The object

is a positive "UR" mask (Fig. 3(a)) with a 300 µm line width (λc/3.13). In

theory, the raster scanning requires to illuminate each pixel sequentially and

record the THz signal for the corresponding pixel. In terms of the SNR, this

approach is identical to use a camera to simultaneously measure all pixels,

and will not reveal any information of the field if the signal on each scanning
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pixel is smaller than the detector noise. Therefore, to make this comparison

more convincing, we intentionally increase the pixel size from 32 µm to 64

µm to give a favor to raster scanning. In this case, the incident power on each

pixel is 4 times larger than the recovered field shown in Figure 7.2(b) but the

intensity is same. Even in this scenario, comparing the recovered normalized

field distributions obtained from raster scanning (Figure 7.3(b)), random

binary masks (Figure 7.3(d)), HM (Figure 7.3(c)) and CS (Figure 7.3(e) and

(f)), we can see that all the computational algorithms can reveal the image of

the object scanning under the same acquisition time. This is because for the

pixel size of 64 µm, which is much smaller than the wavelength, the signal

of the THz field on each single pixel is still less than the detector noise.

Therefore, the results measured by raster scanning only gives the detector

noise but not reveal any spatial information about the THz field. Note that

the bright central part of the "UR" comes from the non-uniformly distributed

THz field.

Comparing the results from all computational algorithms, HM provides

the best contrast, while the image reconstructed from random masks is the

noisiest, which matches the expectation. By sub-sampling the field with a

20% sampling ratio, the CS yields a field distribution with 89.6% fidelity.

Fidelity is defined as the correlation coefficients between the recovered THz

field and the original object. With a 50% sampling ratio, we can achieve

96.9% fidelity, which is mainly limited by the background noise. One can

further improve the fidelity by adding more image processing algorithms in
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the restoration stage. Therefore, we believe that the field recovered by the

CS algorithm with a 50% sampling ratio could be the best choice for real

applications. This comes from the fact that high fidelity field distributions

are accessible with only half of the original total acquisition time (compared

to HM algorithm) by sacrificing a tolerable information.

A faster acquisition time is mainly limited by the low switching speed of

the SLM (60 Hz), and will be further limited by the repetition rate of our

laser (1 kHz) if a high-speed (kHz-level) digital micromirror devices (DMDs)

is used as the new SLM. Since a THz field with a uniform spatial distri-

bution is the only requirement for field reconstruction with a high quality,

spintronic THz emitters pumped by a high repetition rate oscillator laser

can be employed for ultrafast sampling [156], which can lead to real-time

beam profiling and future integrated THz imaging devices [157]. As what we

discuss before, this approach has no physical limitation in sampling speed as

what is demonstrated in Ref. [150, 151, 158, 159], and hence a faster imaging

rate can be achieved once a high speed SLM and a high repetition rate laser

are implemented.

7.6 Simulation results

To figure out the limiting factors in our system, we numerically simulate the

entire sampling process with different sets of parameters. Before we start

figuring out the limiting factors in resolution, it is convenient to show the
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Figure 7.4: (a) and (b) are intensity cross sections of element set 3-1 and 3-2
in Figure 7.2(b) in the main text respectively.

resolution we have in the experimental data.

As what we discuss before, the resolution here is defined as the size of the

smallest resolvable feature in the image of the object. The criterion to justify

whether the feature can be ’resolved’ is Rayleigh criterion, which yields a 20%

contrast ratio if the feature is barely resolved. Therefore, in our resolution

estimation procedure, we first take the intensity cross sections of different

element sets and then calculate the contrasts. As shown in Figure 7.4, the

intensity cross sections of element set with d = 55 µm and d = 62 µm

are shown. From these two plots, the average contrast ratio can be found as

18.10% and 32.28% respectively. As a result, we can claim that the resolution

is 62 µm. However, due to the pixelization issue, one can find that the
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contrast ratio of the experimental data of d = 55 µm is slightly worse than

the simulation data, and we will show that this pixelization problem is the

strongest factor limiting the resolution in the discussion later. Therefore, the

theoretical resolution should be 49 µm for our experimental setup.

Now we will figure out the role of three different parameters in resolution:

the thickness of detection crystal, the pixel size and the central wavelength

of the THz pulse.

Figure 7.5: (a) to (c): Normalized results with different crystal thicknesses.
(d) to (f): Normalized results with different pixel sizes. (g) to (i): Normalized
results with different central wavelengths.
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Three different thicknesses of detection ZnTe crystal are chosen with a

32 µm pixel size and 128 pixels: 50 µm, 100 µm and 200 µm. The central

wavelength is 940 µm. As shown in Figure 7.5(a)-(c), the reconstructed

field with 50 µm crystal thickness is the most clear one. By calculating the

contrast of each element using the same method as mentioned in the main

draft (the example of the cross sections can be found in Figure 7.6(c)), we

find that with 50 µm and 100 µm detection crystal thicknesses, even the

element 3-6 (d = 35 µm) can be fully resolved with a 35.36% contrast and a

28.47% contrast respectively. As a comparison, the resolution in Figure 7.5(c)

is only 88 µm with a 20.79% contrast. If we can further reduce the crystal

thickness to 20 µm with a 8 µm pixel size, as shown in Figure 7.6(d), the

resolution can easily reach 8.8 µm with a 30.00% average contrast. The

reason why we change the pixel size here is that, from the comparison below,

a large pixel size can strongly limit the resolution even though the thickness

is small. Therefore, to reduce the pixelization effect, we change the pixel size

to a lower level for a fair comparison. Therefore, we can conclude that a

thin detection crystal can significantly increase the resolution. However, we

should note that a thinner crystal will inevitably leads to a weaker signal,

and hence a worse SNR in the recovered image. Thus, a thinner crystal might

not be the first choice if we pursue a better resolution.

Next, three different pixel sizes are simulated under a 100 µm thick de-

tection crystal with a 940 µm central wavelength THz pulse: 128 µm, 64

µm and 32 µm. Since our field size is fixed, the number of pixels in each
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case then becomes 32, 64 and 128 respectively. The recovered figures are

shown in Figure 7.5(d)-(f) respectively. Through calculating the contrast us-

ing cross sections (as shown in Figure 7.6(b)), the resolution in Figure 7.5(d)

is 125 µm and the contrast is only 22.08%. As the comparison, the resolu-

tion in Figure 7.5(e) is 88 µm with a 25.96% contrast while the resolution

in Figure 7.5(f) is less than 35 µm as we discussed in previous paragraph.

These results shows that the pixelization effect can significantly reduce the

resolution and contrast, and one can expect a better resolution if we use a

smaller pixel size. Therefore, as shown in Figure 7.6(e), when we decrease

the pixel size to 8 µm, the resolution is found to be 11 µm (λ/86) with a

33.7% average contrast. This can be understood by the Nyquist sampling

theorem. When the spatial frequency provided by the sampling devices is

not high enough to measure the high spatial frequency components carried

by the electromagnetic field, these high frequency terms will lost in the mea-

surement stage leading to a much blurred image. Therefore, optical SLMs are

more favorable than THz SLMs in computational imaging since the pixel size

is much smaller, which indicates that a higher spatial frequency can be mea-

sured. One should note that since the pixel size cannot be infinitely small,

the resolution in our approach will be limited by the pixel size projected on

the detection crystal, which is a common resolution limit of computational

imaging methods. Comparing to a thinner crystal, reducing the pixel size

will not sacrifice any SNR but lead to a increasing data acquisition time if

the entire field size is fixed. Thus, if a faster sampling speed is available or
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imaging time is not the first priority, reducing the pixel size would be the

best choice to increase the resolution in THz SPI.

Figure 7.6: (a). The intensity cross section comparisons with different crystal
thickness. (b). The intensity cross section comparisons with different pixel
sizes. (c). The intensity cross section comparisons with different central
wavelengths. The gray stripes stands for the intensity cross section of element
3-1 in the original AF target. (d). Recovered image with 20 µm thick
detection crystal and 8 µm pixel size. (e). Recovered image with 100 µm
thick detection crystal and 8 µm pixel size.

Last but not least, three different central wavelength with the same spec-

trum shape are analyzed with a 100 µm thick detection crystal: 2000 µm,

940 µm, 400 µm. The number of pixels is 128 so that the pixel size is 32

µm. Note that even the central wavelength has shifted, the shapes of the

spectrum are same for all three cases. Intuitively speaking, Figure 7.5(g)

(2000 µm central wavelength) has the best contrast while Figure 7.5(i) is the
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worst. By calculating the contrast of the elements in all three figures (the

example of the cross sections can be found in Figure 7.6(c)), we find that the

resolution in Figure 7.5(i) is only 125 µm with a 21.05%. That is to say, in

the sub-wavelength region, the resolution in Figure 7.5(i) is worse than the

resolution in Figure 7.5(c) even the detection crystal is much thinner. How-

ever, the resolution in Figure 7.5(g) should be much less than 35 µm since

the contrast of element 3-6 is found to be 48.11%, which is much higher than

the contrast of the same element in Figure 7.5(a). Therefore, in the near-field

region, a longer central wavelength pulse will provide a better resolution even

when the detection crystal is thicker. The conclusion here is very different

from the conclusion in far-field imaging where a shorter wavelength is always

desired for a higher resolution.

Then we want to numerically compare our method to the conventional

THz EO imaging. The conventional near-field EO imaging utilizes a similar

detection method as ours [160, 161]. One can use an optical CCD array to

retrieve real-time images of the THz field. Unlike other near-field imaging

techniques, this EO imaging technique also provides noninvasive measure-

ments with a concise and reliable setup. However, the resolution of this

technique is not as good as our approach especially when the crystal goes

thicker. The resolution limitations in both cases highly depend on the thick-

ness of the detection crystal. However, this factor has less impact in our case

because we measure the total electrical field of each spatial pattern as shown

in Eq. (7.3), which is an accumulation result through the whole thickness of
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detection crystal. Therefore, we can find a position z′ where the product of

THz field, the ith spatial pattern and the thickness of the crystal d is exactly

equivalent to the integral in Eq. (7.3). That is to say, we can rewrite the Eq.

(7.3) into another form:

Ps,i(t) =
∫ ∫ ∫ z1

z0

1
c
Ii(x, y, z, ω1)ω1Ln

3
0(ω1)r14(x, y)×

ETHz(x, y, z, ωTHz, t)dxdydz

=
∫ ∫ 1

c
z′Ii(x, y, z′, ω1)ω1Ln

3
0(ω1)r14(x, y)×

ETHz(x, y, z′, ωTHz, t)dxdy,

(7.5)

where ETHz(x, y, z′, ωTHz) and Ii(x, y, z′, ω1) are THz field and ith spatial

pattern at distance z′ respectively. Note that z′ is less than z1 so that the

THz field at z′ is less diffracted than the field at z1. Therefore, what the

computational imaging recovers is not the field at the end of detection crystal

but the field at position z′. However, in the EO near-field imaging case,

what the camera measures is the transverse structure of the THz field at

the rear surface of detection crystal (i.e., z1), which is more blurred due

to the relatively stronger diffraction. In another word, when the detection

crystal has a thickness d = z1 − z0, the field recovered by the computational

imaging method with this crystal is equivalent to the field imaged by EO

imaging with a thinner crystal thickness d′ = z′ − z0. This difference in

the measurement favors the superior resolution in our sampling technique by
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sacrificing the image acquisition time. Another drawback in the near-field

EO imaging is the requirement of high power lasers [162]. As what we discuss

before, a thinner crystal can give better resolution but worse contrast and

SNR, and the sensors on camera measure the signal separately. Therefore,

to get high resolution images with a good contrast, a high energy laser is

used to provide a strong THz field in conventional EO imaging. However, in

our case, high contrast images can be retrieved with a low intensity pump

laser and a extremely weak probe because all the fields are collected by a

single-pixel detector.

Figure 7.7: (a) to (c). Normalized results using computational imaging meth-
ods. (d) to (f). Normalized results using EO imaging methods. The figure
(a) and (d) both have a 50 µm thick detection crystal while the crystal thick-
nesses in figure (b) and (e) are both 100 µm. The crystal thicknesses in figure
(c) and (f) are 200 µm. (g) and (h). Intensity cross sections of element 3-1
using computational imaging and EO imaging respectively.
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To intuitively show the comparison, we compare the reconstructed images

from computational imaging and the images from near-field EO imaging with

different thicknesses of the crystal. As shown in Figure 7.7(a)-(c), three dif-

ferent images with thicknesses 50 µm, 100 µm and 200 µm are reconstructed.

To keep the comparison fair, this set of images all have 128 pixels with 32

µm pixel size. After calculating the contrast of each element from intensity

cross sections (as shown in Figure 7.7(g) and (h)), the element 3-6 (d =

35 µm) can still be fully resolved in Figure 7.7(d) but with a 26.11% con-

trast, which is much lower than the contrast using computational imaging

method in Figure 7.7(a). For Figure 7.7(e) and (f), there is no element can

be resolved. That is to say, our computational imaging method can signifi-

cantly improve the resolution especially when the detection crystal is quite

thick, which matches our prediction. Therefore, for applications requiring a

thick detection crystal, our approach can provide much better performance

than the conventional EO imaging. Therefore, under the same conditions,

our computational method is superior than the conventional EO imaging in

resolution and contrast with a sacrifice of imaging speed.

7.7 Discussion

We have demonstrated that our near-field spatial sampling technique through

the use of a spatially encoded probe can provide a sub-wavelength resolution

with a high fidelity, and shown the possibility of improving this technique to
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achieve real-time THz imaging with both amplitude and spectral informa-

tion via simulations [146, 159]. In comparison to raster-scanning methods,

our approach provides a better sampling accuracy, resolution, and contrast.

These advantages are facilitated by computational algorithms that offer a

general advantage over all THz imaging methods based on raster scanning

[148, 163].

In relation to the EO imaging [125, 126], as what we compare in the

simulation section, we do not measure the THz spatial profile directly, but

recover the transverse field distribution through the use of computational

algorithms. This measurement gives rise to a better performance in both

resolution and contrast without requiring high power lasers, especially when

the detection crystal is thick [162].

Regarding the computational imaging approaches with dedicated THz

SLMs, the advantages in our method mainly comes from the use of optical

SLMs. As what we discuss before, THz SLMs usually have a lower mod-

ulation rate which is impractical for real applications. The large pixel size

also limits the resolution to few hundreds of microns even in the near-field

region [147, 148]. Last but not the least, these inefficiency devices are spe-

cially designed and fabricated, which means they are not economical for most

applications.

Compared to the imaging techniques using photon-excited free carries,

the probe beam encoding also waives the reliance on complicated high-speed

synchronization among three arms, which makes the system less complicated
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both optically and electronically [150, 151, 158, 159, 164]. Another advantage

is that there is no physical limit in sampling speed in our approach, so that

we can fully utilize the potential of high-speed optical SLMs [151].

In comparison with the novel THz nonlinear ghost imaging technique

[152], we believe that our approach can provide a better resolution and SNR.

Through encoding the spatial pattern directly onto the pump beam, the

THz nonlinear ghost imaging technique can conveniently generate structured

THz field to achieve computational imaging. However, this also limit the

thickness of the generation crystal, and leads to the tradeoff between SNR

and resolution. Therefore, to get an accurate sampling to provide a high

resolution, the thickness of the generation crystal has to be limited to a

very thin crystal, which may lead to a weak THz field and hence the low

SNR recovered image. As a result, our experimental data has a even better

resolution (λ/15) than the simulation data (λ/12) in their work.

Due to the concise and robust configuration, the probe beam encoding

provides numerous advantages over previous works. We believe that our

approach can be the ideal approach to be developed as a new generation

integrated THz imaging devices for future applications.
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Chapter 8

Single-pixel imaging in the time do-
main

8.1 Brief introduction to ultrafast sensing

Ultrafast pulses usually refer to the electromagnetic pulses with a duration of

the picosecond (ps) level or less. The broadband nature of these pulses lead to

numerous applications in spectroscopy, high energy physics and plasmonics.

However, since these ultrafast pulses have sub-picosecond oscillations, they

cannot be resolved by a photodiode and oscilloscope due to low bandwidth

nature of electronics. Therefore, traditional approaches, which are used to

measure slow time events, are not applicable for ultrafast signals, and new

approaches has to be specifically designed. Note that the ultrafast measure-

ment discussed here only focuses on the picosecond and femtosecond pulses.

Attosecond technique is beyond the scope of this dissertation.

Similar to the spatial sampling case, the most straightforward idea of

measuring an ultrafast pulse is using another shorter event as the probe to
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sample the unknown pulse, which can be simply achieved by raster scanning

either the unknown pulse or the probe pulse. Analogous to the spatial imag-

ing system, the measurement result Ps(t) can be described by the convolution

of the probe pulse Ep(t) and unknown pulse Eun(t):

Ps(t) = Ep(t) ∗ Eun(t), (8.1)

where we have assumed a coherent measurement of the pulse electric field.

In the pulse shape measurement, one can simply replace the electric field

terms above with intensity distributions. It is straightforward that when the

probe field is a Dirac delta function, the measured signal Ps(t) is identical

to the unknown pulse Eun(t). Thus, in this raster scanning scheme, a probe

pulse with a very short pulse duration is always desired to approximate a

Dirac delta function. For example, in THz TDS, the NIR pulse is usually

much narrower than the THz pulse and the measurement result can be di-

rectly considered as the original THz pulse. When the pulse duration of the

probe pulse is not narrow enough, a deconvolution is required to retrieve the

unknown pulse Eun(t) from Ps(t) and Ep(t).

Even though the method described above is theoretically simple, the ex-

perimental realization highly relies on the preparation of a well-characterized

short pulse as the probe pulse. Unfortunately, in realistic scenarios, this re-

quirement cannot be always satisfied. Therefore, people develop new meth-

ods to measure ultrafast signals. The most straightforward approach is auto-
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Figure 8.1: Schematic of an interferometric autocorrelator.

correlator, which includes both intensity autocorrelator and interferometric

autocorrelator. A typical setup of an interferometeric autocorrelator is shown

in Figure 8.1. The beam splitter splits an unknown pulse into two copies,

and the relative time delay between them is controlled by a delay line. After

the second beam splitter, two pulses are focused on the nonlinear crystal

and temporally coincide with each other. By filtering out the fundamental

frequency and using a photodiode or photomultiplier tube (PMT), we can

solely measurement the signal frequency generated by the sum frequency gen-

eration in the nonlinear crystal, which further results in the pulse duration

information of the unknown pulse. It is worth noting that if the intensity

autocorrelator is implemented, the phase information will not be available.

One advantage of autocorrelator is reference-free so that no requirement of a
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well-characterized short pulse is required. Meanwhile, single-shot measure-

ment is also available if one use cylindrical lens to focus the pulse and a

camera to perform the measurement. If a very thin crystal is used so that

the group velocity mismatch can be reduced, autocorrelator is also suitable

for very short pulses (less than 10 fs). However, we should note that the

autocorrelator relies on the nonlinear process which indicates the fact that,

for weak pulses, this method is not applicable. Moreover, due to the nature

of autocorrelation, pulse measurement, especially the pulse shape, cannot be

accurate if the pulse shape of the unknown pulse Eun(t) is asymmetric. When

the pulse shape of Eun(t) is highly distorted, the result from autocorrelator

might be misleading as well. Moreover, for very short pulses, the thin crystal

is required for an accurate measurement, which will inevitably lead to a poor

SNR and a limited phase-matching bandwidth.

One solution to these problems is the famous frequency-resolved opti-

cal grating (FROG), which is developed by Dr. Rick Trebino’s group [165].

The difference between an autocorrelator and a FROG is the measurement.

Rather than using a simple photodiode or PMT, a spectrometer is imple-

mented to measure multiple spectra under different time delays. A FROG

trace, which is a spectrogram showing the spectra at different time delays,

is generated and used to recover the pulse shape via a phase retrieval al-

gorithm. FROG can provide accurate pulse measurement, including both

amplitude and phase, even for short pulses at few fs and highly distorted

pulses. Therefore, FROG can solve many problems in autocorrrelator and
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become a popular method for ultrafast sensing. However, the requirement of

sensitive spectrometers or cameras (in GRENOUILLE) makes this approach

not suitable for wavelengths, such as THz band, where sensitive spectrom-

eters and cameras are not available [166]. Meanwhile, as what we discuss

in the last chapter, the sensitivity of spectrometers and cameras is usually

worse than the single-pixel detectors, for example PMTs. Therefore, the sen-

sitivity is not as good as autocorrelator. Last but not least, the accuracy

of phase retrieval algorithm highly relies on the calibration of the FROG

trace over the desired frequency bands. Therefore, for very broadband pulse

measurements such as THz pulses, a complicated calibration is necessary.

Another approach is spectral shearing interferometry, which can provide

a comprehensive measurement of pulses as well. One famous setup is called

Spectral Phase Interferometry for Direct Electric-field Reconstruction (SPI-

DER) [167]. The system is more complicated than FROG but still shares a

similar structure to the autocorrelator. The pulse in the signal arm is splited

into two copies which are spatially overlapped but temporally separated.

The probe pulse is strongly broadened via a diffraction grating. The signal

pulse and probe pulse are then combined in a nonlinear crystal to generate

sum-frequency signals. Since the two copies in the signal arm are temporally

separated, these two copies interact with different frequency components in

the sum-frequency generation, which becomes a spectra shear interferome-

try. By varying the time-delay between two copies and the relative time

between the signal and probe pulses, one can recover the spectral phase and
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thus the entire pulse. As one can seem SPIDER can solve the disadvantages

in autocorrelator as well. Comparing to FROG, even though SPIDER does

not require any complicated phase retrieval algorithm and pre-calibration of

FROG trace, FROG has a simpler system which is usually easier and more

reliable to operate. However, similar to FROG, the requirement of sensitive

spectrometer and camera still limits this technique to a few frequency bands

and the sensitivity would be less compared to techniques using single-pixel

detectors.

Time lens is another novel technique developed for ultrafast sensing [168,

169, 170]. The underlying physics of time lens is the mathematical equiv-

alence between diffraction and dispersion, which comes from the spatio-

temporal duality of light pulses. Therefore, similar to the functionality of

a lens, time lenses can temporally image the ultrafast pulse with a magni-

fication so that the stretched pulse has the same pulse shape but a longer

pulse duration. When the magnification is large enough, the stretched pulse

will be measurable to slow electronics and hence the ultrafast sensing be-

comes straightforward. The quadratic phase can be applied to pulses via

phase modulator or nonlinear processes. This technique is very convenient

in the measurement stage since the stretched pulse can be ns-level. Therefore,

a single-pixel detector with a high bandwidth is good enough for ultrafast

sensing, and the pulse shape can be directly readout through an oscilloscope.

However, designing a time lens is not straightforward. One has to carefully

engineer the dispersion in the material so that the quadratic phase can be
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correctly applied to the spectra. If this is accomplished by the nonlinear

photonic platform, phase matching condition has to be satisfied as well to

provide efficient operation. Since a uniform dispersion is not universally

available for any frequency bands, which is the same as the spatial case, time

lenses designed for one frequency band will becomes incompatible for another

frequency band. Thus, the commercial ultrafast sensing devices using time

lenses are still not developed. Furthermore, the narrowband nature of time

lenses also leads to the failure of measuring broadband pulses.

All techniques mention above solely need one single laser for the opera-

tion. If multiple lasers are implemented, new techniques, for example asyn-

chronous optical sampling, can be developed as well. However, we will not

discuss these techniques here due to the complicated setup of these multi-

laser systems.

8.2 Concept of time-domain single-pixel imag-
ing

From the discussion above, we can find the lack of an ultrafast sensing system

which can provide a high sensitivity for multiple frequency bands, especially

for those frequency bands that high performance spectrometers and cameras

are not available. Coincidentally, such difficulties also exist in spatial imaging

at wavelengths where cameras are not available or impractical, and based on

the concept and history of SPI introduced in the previous chapter, we know
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that SPI has emerged as a promising technique for solving this difficulty.

Therefore, if we can develop a temporal analog of SPI, it will be a possible

ultrafast sensing technique which can provide a sensitive measurement for

multiple frequency bands.

Figure 8.2: Analogy between single-pixel imaging and time-domain single-
pixel imaging. (a). A typical single-pixel imaging configuration. The pho-
todiode is the bucket detector which has only one pixel and hence provides
no spatial resolution. (b). Our proposed time-domain single-pixel imaging
configuration. Analogously, the slow photodiode, which lacks the temporal
bandwidth to resolve ultrafast signals by itself, works as the "single-pixel"
detector in the time domain.

Before we introduce the concept of time-domain single-pixel imaging

(TSPI), it is convenient to firstly clarify the analogies which we make in the

development of the concept, which is shown in Figure 8.2. A spatial image is

a 2D distribution of the electromagnetic field, and can be directly measured

using pixelated sensor arrays because these devices provide accurate spatial

sampling of the electromagnetic field. As what we show in the last section,

the sampling size will impact the resolution of the measured image as well

because of the Nyquist sampling theorem. Thus, in the extreme case where

our camera only has one pixel so that no spatial resolution can be provided,
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it cannot resolve the image unless raster scanning or SPI is implemented.

When we use SPI to image the field, a spatially structured probe is used to

provide the spatial sampling. Therefore, the image can be recovered even the

detector is a single-pixel detector without any spatial resolution. Imaging a

temporal object can be accomplished analogously through the use of a time-

resolving detector. In order to temporally resolve the object, the detector

should have a high bandwidth to provide a sufficient sampling rate, which

is the temporal analog to the spatial resolution of a sensor array. When

this temporal sampling rate, i.e. the bandwidth of the detector, is much

lower than the oscillation of the ultrafast signal, high frequency terms will

lost and the measured signal will be distorted. Therefore, a slow detector

whose bandwidth is much less than the frequency of the unknown signal is

the ’single-pixel’ detector in the time domain.

Based on the analogies we make above, it is obvious that all ultrafast sens-

ing techniques mentioned above have to follow the Nyquist sampling theorem,

and hence a ’single-pixel’ detector in the time domain, or frequency domain,

cannot be used if a comprehensive measurement is desired. For example, in

time lenses, even the pulse gets stretched, fast photodiodes at 100 GHz-level

are usually required to provide enough sampling to high frequency terms. As

a comparison, TSPI should have no requirement of the bandwidth of detec-

tors since the temporal sampling is provided by the temporally structured

pulse rather than the detector. That is to say, even kHz-level photodiodes,

which are "single-pixel" detectors in the time domain, can be used to mea-
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sure sub-ps-level oscillations without any mechanical scanning. Furthermore,

TSPI inherits other advantages of spatial single-pixel imaging: increased

sampling efficiency, flexibility for diverse wavelengths and high sensitivity

for weak signals. Therefore, TSPI can link the ultrafast optical signals with

slow electronics.

Now, we assume that we have a temporal modulator called programmable

temporal fan-out (TFO) gate, which is the temporal analog of spatial fan-out

that can duplicate an incoming light pulse into spatially separated replicas

[61, 171, 172, 173]. TFO can duplicate the input ultrafast pulse into coherent

replicas separated in the time domain, forming an ultrafast pulse train. If the

TFO gate is programmable, an ultrafast pulse train with a variable temporal

interval and arbitrary temporal structure can be deterministically prepared.

Based on the assumption above, the theoretical model of TSPI can be

developed. Assume that our input ultrafast pulse is horizontally polarized,

and has a carrier frequency of ω0 with a pulse duration equal to τw. We can

write the input pulse Ein(x, y, z, ω0, t) propagating in the z direction as the

following:

Ein(x, y, z, ω0, t) = A0(x, y) exp
(
− t

2

τ 2
w

)
exp

(
iω0t+ i~k · ~z

)
, (8.2)

where A0(x, y) is the transverse amplitude distribution. Since the input

pulse is propagating along z direction, the dot product of wave vector ~k and

longitudinal coordinate ~z will be just a scalar product kz. After TFO gate,
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we get a sequence of replicas ETFO(x, y, z, ω0, t) which are separated by the

temporal interval ∆τ :

ETFO(x, y, z, ω0, t) =
∑
j

Aj(x, y) exp
(
−(t− j∆τ)2

τ 2
w

)
×

exp(iω0(t− j∆τ) + ikz),
(8.3)

whereAj(x, y) is the amplitude of the jth replica. Eq. (8.3) represents a field

consisting of sequence of pulses with duration τw and amplitude Aj(x, y)

located at temporal position j∆τ .

When we use the field shown in Eq. (8.3) as the probe pulse to sample

the temporal object, which is a THz pulse ETHz(x, y, ωTHz, t), the signal Ps,i

from the balanced detector can be found as:

Ps,i =
∫ ∫ 1

c
|ETFO.i(x, y, ω0, t)|2×

ω0Ln
3
0(ω0)r41ETHz(x, y, ωTHz, t)dxdydt,

(8.4)

where ETFO.i(x, y, ω0, t) stands for the output pulse train of TFO has been

modulated by the ith row of the sampling matrix, and c is the speed of light in

vacuum. L is the thickness of the detection crystal, and ω0 is the frequency of

probe. n0(ω0) is the refractive index of the detection crystal at frequency ω0,

and r41 is the EO efficient of the detection crystal. From Eq. (8.4), we can see

that the THz pulse can only be detected when that part of the THz pulse is

temporally coinciding with a TFO replica. Therefore, temporally modulating
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the structure of TFO output ETFO(x, y, z, ω0, t) is equivalent to temporally

modulating the THz field in the same manner but leaving the probe field

unchanged. However, as what we discuss in the last chapter, temporally

encoding the probe beam can be achieved using commercially available NIR

devices, and releases the requirement of ultrafast THz temporal modulator,

which, to the best of our knowledge, has not been reported yet.

Now we assume that our THz pulse is temporally sampled N times, and

the measured pulse is represented by a N dimensional vector ψ. The mea-

surement basis is S, and according to what we show before, to fully take

advantage of CS, we will use Walsh-ordered HM as the sampling basis. The

corresponding coefficient vector is φ, which consists of measurement results

on the balanced detector Ps,i. Thus, by using CS, we can recover the THz

pulse ψ from S and φ. From a practical point of view, we use the Total

Variation Minimization by Augmented Lagrangian and Alternating Direc-

tion Algorithms (TVAL3) package, which provides 4 different total variation

based minimization models to solve the minimization problem. The package

was provided by Chengbo Li, Wotao Yin and Yin Zhang at Rice University

[174]. Figure 8.3 shows the simulated fidelity and RMSE as functions of

compression ratio (CR) under different pulse durations. We show that the

performance of our SPTI only slightly depends on the pulse duration of the

input pulse of TFO gate, which demonstrates that our approach is practical

to different pulse durations.
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Figure 8.3: Fidelity and RMSE of recovered THz pulses as functions of CR
under different input pulse durations.

8.3 Experimental realization

As what we discuss in last chapter, the most challenging step in SPI is

the deterministic modulation of spatially structured beam. In TSPI, the

difficulty is the deterministic preparation of temporally structured pulse.

Once again, we would like to address that a deterministic sampling basis

is more favorable than random sampling basis in terms of the sampling ef-

ficiency and the data acquisition time. In fact, some primary researches on

TSPI were done in the past few years, for example, temporal ghost imaging

[175, 176, 177, 178, 179, 180, 181, 182]. However, previous demonstrations

did not achieve sub-ps-level ultrafast sensing due to the difficulty of deter-

ministically preparing temporally structured pulses with fs-level modulation.

The best modulation is at 10-ps level which comes from the randomness of the
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incoherent laser source. As a comparison, we develop a programmable TFO

gate based on a commercially available DMD, with a minimum temporal

sampling size ∆τ = 16.00±0.01 fs. With this TFO gate, we can determinis-

tically prepare temporally structured pulse at 10-fs level sampling accuracy,

which, to the best of our knowledge, is the record.

Figure 8.4: Schematics of the experimental setup and the structure of the
TFO gate. (a): Experimental configuration. (b): A detailed sketch illustrates
the layout of DMD and how its geometry leads to our TFO. (c): Examples
showing how the TFO works.

The experimental realization of the entire system is shown in Figure 8.4(a).

One terahertz (THz) pulse with about 3 V/cm peak electric field and 5 fJ

pulse energy works as the temporal object in the current system. The yel-

low dashed box indicates our TFO gate which consists of a DMD (Texas

Instruments DLP3000) and a lens (L1), and the blue dashed box indicates

the prepared ultrafast pulse train at the detection ZnTe crystal plane. The
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entire system is very similar to the conventional THz TDS except that the

temporal structure of the probe pulse is deterministically modulated via our

TFO gate.

A 800 nm NIR laser pulse (Maitai oscillator laser from Spectra-Physics)

with 80 fs pulse duration and 80 MHz repetition rate is split by a 45:55

non-polarizing beam splitter (BS1). The average power is 1.02 W which

corresponds to 12.75 nJ pulse energy. The diameter of the probe pulse is

expanded to 30 mm by two lenses with focal lengths equal to 75 mm and

500 mm, respectively (not shown in figure). One rectangular aperture stop

(3.7 mm by 6.6 mm, not shown in figure) is used to select the central part

of the expanded probe pulse, providing a relatively uniform intensity distri-

bution. The selected probe pulse is then incident on the DMD. Note that,

our DMD chip is the most basic one which has a medium micromirror size,

a small amount of micromirrors and a small total size of the mirror array.

Therefore, by using a more advanced commercially available DMD with a

smaller mirror size (a shorter ∆τ , e.g. ∼11 fs), a larger N (e.g. 2560) and a

larger temporal field-of-view (a larger T , e.g. ∼28 ps), one can easily extend

the potential applications of our scheme. After DMD, a 250-mm-focal-length

lens (L1) is used to perform the Fourier transform, and the detection ZnTe

crystal (10×10×3 mm) is placed at the Fourier plane. In the signal arm,

a delay stage (not shown in the figure) with two mirrors is used to mea-

sure THz waveforms for comparison. The NIR pulse is then focused onto an

1-mm-thick ZnTe crystal using a 75-mm focal length lens (L2) to generate



CHAPTER 8. SINGLE-PIXEL IMAGING IN THE TIME DOMAIN 157

THz pulse. Two 4-inch-focal-length parabolic mirrors (PM1 and PM2) are

used to collimate and refocus THz pulses onto the detection ZnTe. An ITO-

coated glass plate is used as a dichroic mirror to combine THz and probe

beams. After the detection crystal, a conventional EO sampling detection

unit is used, which consists of a quarter-wave plate, a Wollaston prism and

a balanced photodiode detector (Hamamatsu Photonics S2386-8K). The sig-

nal from the balanced photodiode detector is finally measured by a lock-in

amplifier (Stanford Research Systems SR830). The acquisition time of each

measurement (one pattern on DMD or one temporal position on delay stage)

in either TSPI or delay stage raster scanning is the same (100 ms). However,

the integration time (time constant) on lock-in amplifier is different. The

delay stage raster scanning has a integration time of 100 ms while the TSPI

data is 30 ms to avoid the rolling average on lock-in amplifier. Therefore,

the SNR of each measurement in delay stage raster scanning is 1.83 times

stronger than the TSPI data.

The geometry and layout of the DMD are shown in Figure 8.4(b). The

dark red arrow shows the propagation direction of input ultrafast pulse, and

before the DMD, there is no time delay in the pulse front of the incident

pulse, which is represented by dark red lines. After the DMD, N spatio-

temporally separated fan-out replicas are generated [183]. L1 is used to

perform a Fourier transform so that, in the Fourier plane, the input ultrafast

pulse is converted to pulse trains containing N TFO copies at the same trans-

verse position without any spatial-temporally coupled phase from diffraction.
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Due to the spread in the direction of wave vectors, each replica will have a

different wave vector ~kj at focus. Then the dot product of ~kj and ~z in Eq.

(8.2) will be written as kjz cos θj, where θj is the angle between two vectors.

However, since the maximal θj in our case is only 0.01 rad, kjz cos θj can be

approximated as kz so that we can still use Eq. (8.3) to represent the field

generated by TFO gate.

N depends on the number of DMD columns illuminated by the incident

pulse, which is 608 in the current system. The intensity of each replica can

be arbitrarily tuned by enabling only a subset of the mirrors in each DMD

column, which further enables arbitrary control over the pulse train. ∆τ

is determined by the physical size and tilt angle of the micromirrors. For

the current device, α = 0.21 rad is the tilt angle of each micromirror while

d = 10.8 µm is the separation between two micromirrors. The theoretical

value of ∆τ between two TFO copies is given by: ∆τ = sin(2α)d/c = 14.66

fs, where c is the speed of light in air.

To experimentally measure the temporal interval ∆τ , we first prepare

a pulse train which is the same as what show in the middle figure of Fig-

ure 8.4(c). Each effective TFO replica consists of 5 DMD columns, which

means 5 columns are set to ’on’ state. There are 15 DMD columns are set to

’on’ state between two effective replicas, and each DMD column corresponds

to one temporal interval ∆τ . Therefore, the separation between the peaks

of two adjacent effective TFO replicas is 20 DMD columns, which is 20∆τ

in the time domain. Since there are 30 effective replicas at the ’on’ state,
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the separation between the first effective replica to the last effective replica

is 580 DMD columns, which is 580∆τ . We then calculate the temporal sep-

aration ∆T by measuring the position of the first effective replica and the

last effective replica in 9 measurements. The temporal interval can be found

as: ∆τ = ∆T/580 = 16.00 fs with a standard deviation of 0.01 fs. Note that

0.01 fs is the average uncertainty of each micromirror, and the uncertainty of

the entire pulse train is 6.08 fs, which corresponds to an uncertainty of 1.82

µm in spatial separation between the first and last effective replica. The 1.82

µm spatial uncertainty is a reasonable number according to the performance

of our translation stage. Therefore, we believe that the temporal resolution

induced by each micromirror is 16.00±0.01 fs, which is consistent with the

theoretical value..

A larger ∆τ and a longer pulse duration of each TFO replica can be

achieved by combining multiple DMD columns into a single "effective column"

due to the interference between adjacent TFO replicas. As what we show in

Figure 8.4(c), when each effective TFO replica consists of 5 DMD columns,

each replica will have a pulse duration of 80 fs. Due to the long pulse duration

of the NIR pulse, the separation between two effective replicas is 240 fs (15

DMD columns) to explicitly show the structure of pulse trains. The red

dashed trace indicates that the TFO copies at those temporal position are

turned off by modulating the TFO gate. All cross-correlation traces of pulse

trains are averaged over 9 measurements. The total time window T (the

temporal field-of-view) depends on the overall size of the mirror array, and
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is equal to N × ∆τ , which is 9.73 ps. It is noteworthy that, by selecting a

DMD chip with the appropriate specifications, different ∆τ , N and T can be

achieved as well.

The encoding speed is mainly limited by the switching speed of the DMD,

which can be as large as 4 kHz in our system and can be further increased

to 20 kHz by using a faster DMD chip [151]. One of the beauties of TSPI

is that the temporal sampling size comes from the modulation on TFO but

not from detectors. Therefore, our scheme solely requires detectors with

bandwidth exceeding the modulation frequency of the DMD, allowing the

use of kHz-level photodiodes. As a comparison, previous temporal imaging

schemes, including the use of time lenses and temporal ghost imaging, cannot

hardly provide such an accurate sampling even with the use of fast detectors

with bandwidths approaching 100 GHz [168, 169, 170, 175, 176, 177, 178,

179, 180, 181, 182, 184, 185, 186, 187, 188]. Thanks to encoding the probe

beam as opposed to temporally modulating the THz pulses [7], our simple

and reliable scheme can directly utilize commercially available DMDs with

a high modulation speed and damage threshold, and hence no additional

fabrication of devices, for example time lenses, is required.

8.4 Experimental results

Compared to the minimal ∆τ of the pulse train, our laser pulse has a rela-

tively long pulse duration of 80 fs. Therefore, adjacent replicas will be highly
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overlapped in time. Due to the fact that TFO replicas are mutually coher-

ent, this overlap will lead to multi-pulse interference and the adjacent copies

will coherently add up to form a new pulse, which will be shown numerically

in the later section. Thus, to get a precise measurement, we combine every

4 DMD columns together as effective columns to prepare pulse trains with

a ∆τ = 64 fs. For the same reason, to avoid the multi-pulse interference

between adjacent TFO replicas, we represent each row of Walsh-ordered HM

as the sum of four sub-rows. Letting the Nth row be defined as {ai}, we set

the sub-rows as { bi = ai, for i= 0,1,2,3 mod 4 }. For example, the 2nd row

of H8 is:

H8,2 =
{

1 0 1 0 1 0 1 0
}
. (8.5)

We break it into a 4 by 8 matrix consisting of 4 sub-rows:

H8,2 =



1 0 0 0 1 0 0 0

0 0 0 0 0 0 0 0

0 0 1 0 0 0 1 0

0 0 0 0 0 0 0 0


. (8.6)

This procedure will quadruple the acquisition time but provide a precise

pulse train with less interference between adjacent TFO replicas, and hence a

more accurate measurement. One can skip this procedure when a short pulse

duration laser is used. As a comparison, if a pulse with a longer pulse duration

is used, one has to break each row of Hadamard matrix into more sub-rows,
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which will lead to an increased data acquisition time. It is noteworthy that

the original HM consists of both 1 and -1 elements. However, since our

DMD can only encode non-negative values, we only use positive HM in our

temporal encoding: H+1 = (H + 1)/2.

Figure 8.5 shows the THz pulses reconstructed based on TSPI and pro-

cedure mentioned above. Limited by the pulse duration of the original pulse

(80 fs), we choose ∆τ to be 64 fs by combining 4 DMD columns into 1

effective column. 128 TFO replicas, encoded by the 128-dimensional Walsh-

ordered Hadamard matrix, constitute our probing pulse train with T = 8.19

ps. The red curves are THz fields and spectra measured by raster scanning

a mechanical delay stage without averaging. As illustrated in Figure 8.5(d),

by sacrificing high frequency components, a recovered THz pulse with high

fidelity (84.30%) can be achieved even at 20% CR. At this CR, the last sam-

pling pulse train is encoded by the 25th row of the Walsh-ordered Hadamard

matrix, which results in the cutoff sampling frequency at 1.5 THz and a weak

sidelobe at 2.4 THz. For a CR of 30%, additional high-frequency terms are

measured and in the spectrum, almost all high-frequency terms in THz pulse

are collected, leading to a near-unity fidelity of 97.43% in THz field. As

the CR goes higher to 40%, more high-frequency components are collected

but the improvement is limited (fidelity of 97.76% in field). When we look

at the spectrum, two spectra match well for all frequencies except for some

noises, which indicates that we have included enough high frequencies in the

measurement. Therefore, all higher-frequency terms can be ignored due to
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Figure 8.5: Recovered THz electric fields and spectra at different CRs (blue
curves). (a) and (d): Recovered THz field and spectrum at 20% CR. The
fidelity in THz field is 84.30% and the root mean square error (RMSE) is
14.92%. (b) and (e): Recovered THz field and spectrum at 30% CR. The
fidelity in THz field is 97.43% and the RMSE is 7.69%. (c) and (f): Recovered
THz field and spectrum at 40% CR. The fidelity in THz field is 97.76% and
the RMSE is 7.17%. (g): Raster scanning using TFO. The sampling rate
and acquisition time of each measurement are set to be the same as CS data.
Fidelity is 87.35% and RMSE is 13.11%. (h): The measured and theoretical
fidelities and RMSEs as functions of CR. The RMSE is mainly limited by
the measurement noise.

their relatively small contributions. Note that due to the limited detection

bandwidth of ZnTe crystal, we only show the spectra in 0-4 THz range.



CHAPTER 8. SINGLE-PIXEL IMAGING IN THE TIME DOMAIN 164

Comparing to the data acquisition time of the mechanical stage raster

scanning data (sampling rate at 2 Hz which is mainly limited by the stability

of our mechanical stage, leading to a measurement time of ∼64 s), our TSPI

system requires only ∼15 s with 30% CR (sampling rate at 10 Hz), and

can be further reduced below 1 s by upgrading the experimental hardware

(will be discussed later). Hence, TSPI can reduce data acquisition time,

data storage and transfer memory requirements by a factor of at least 2/3,

which would significantly enhance system efficiency in this era of big data.

It is also worth noting that the data processing time is ∼ 1 s for a 30%

CR result, which will become longer when the CR is higher (the upper limit

is less than 2 s). A shorter processing time should be available when the

algorithm and MATLAB code are further optimized. Apart from a more

efficient measurement, CS is also more robust to noise than raster-scanning.

As shown in Figure 8.5(g), under the same sampling rate and integration

time of each measurement, the fidelity of the TFO raster scanning data, i.e.

sequentially turning on each DMD column, is only 87.35% and the RMSE is

13.11%, which are worse than the CS data even when the CR is only 30%.

These experimental results shown in Figure 8.5(h) are in good agreement

with our theoretical predictions and Figure 8.3. As the CR increases, both

fidelity and RMSE change dramatically at first, and then gradually level out

after the CR reaches 30%. Our theoretical model also predicts that there are

two discontinuity points in the slope of both RMSE and fidelity curves. As

indicated by the two vertical dashed lines, the first turning point is located
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at CR equal to 12.5% while the second one is at CR equal to 30%. The

slopes in both RMSE and fidelity curves abruptly decrease to a slower rate

and can even change sign after the turning points. Similar observations have

been found in spatial single-pixel imaging work when the sampling matrix is

reordered [189]. Therefore, in both spatial and temporal CS, one can optimize

the acquired information within a given CR by rearranging the sampling

order, which demonstrates the spatio-temporal duality of light pulses. An

improved measurement efficiency can be predicted by further optimizing the

sampling strategy based on these turning points.

Similar to its spatial counterpart, TSPI is resistant to temporal distor-

tions. To demonstrate this robustness, we first intentionally make the illumi-

nation on the DMD asymmetric, which is shown in Figure 8.6(a). This results

in a different intensity for each TFO replica, and further leads to asymmet-

ric pulse trains in the time domain (Figure 8.6(c)). The ratio between the

maximal and minimal intensities in (c) is about 10. As a comparison, this

ratio is about 3 in Figure 8.4(c) while the SNR is the same (∼350). Despite

the distorted TFO replicas, the recovered THz signal, shown in Figure 8.6(d)

and (e), has a fidelity of 96.96% in the field at 40% CR. The major informa-

tion loss comes from underestimation of oscillations at the tail of the THz

pulse (above 5 ps), which results from the weak intensities of TFO replicas

at the end of the pulse train. Next, as illustrated by the blue arrow in Fig-

ure 8.6(b), we move the location of the Fourier plane of DMD 25 mm away

from the ZnTe crystal by moving the TFO gate 25 mm away from the de-
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Figure 8.6: Recovered THz electric fields and spectra using distorted TFO
gate at 40% CR. Red arrows illustrate the propagation direction of NIR
pulses. (a): How we distort TFO gate with an asymmetric illumination. (b):
How we move the Fourier plane of DMD 25 mm away from the detection ZnTe
plane by moving TFO gate in the direction as the blue arrow shows. (c): The
measured asymmetric pulse train formed by the distorted TFO copies. (d)
and (e): The corresponding recovered THz field and spectrum. The RMSE
in field is 7.21%. (f): The measured pulse train when the detection ZnTe
crystal is 25 mm out of the Fourier plane of DMD. (g) and (h): Recovered
THz pulse and spectrum using the distorted pulse train in (f). The RMSE
in field is 7.66%. (c) and (f) are averaged results of 9 measurements while
THz pulses recovered by CS and raster scanning have no averaging.

tection crystal. Due to the spread of k-vectors of each replica at the Fourier

plane, the TFO copies will be spatio-temporally separated at the detection
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crystal plane. This leads to the spatio-temporal coupled sampling, which

yields an irregular pulse train envelope and lowers the intensity of each sub-

pulse shown in Figure 8.6(f) (SNR is only ∼80). Nevertheless, as shown in

Figure 8.6(g) and (h), distorted pulse trains do not affect the quality of the

recovered signal, which has a fidelity of 98.34% in field at 40% CR. Such

a robustness can also be interpreted by the spatio-temporal duality of light

pulses. In single-pixel imaging, the spatial correlation between the intensity

distribution and position lies at the heart of the successful recovery of images.

A distortion in the intensity profile of the illumination distribution will lead

to the over- or under-estimation of the object intensity, but the accuracy of

signal recovery will not decay significantly if CS is used. Similarly, as long as

the correlation between temporal position of each TFO replica and intensity

envelope of the entire pulse train is not destroyed, the THz pulse recovered by

TSPI will be robust against temporal distortions, which will be numerically

demonstrated later.

To demonstrate that TSPI can work for signals in a broad range of fre-

quencies, we recover two NIR pulses with ∼90 fs and ∼125 fs pulse dura-

tions. To perform the measurement, the detection crystal is changed to a

1-mm-thick BBO crystal. A PMT is used as the new detector to replace the

balanced photodiodes in THz measurements. Due to the long pulse duration

of our laser (80 fs), preparing high-contrast sampling pulse trains with 16 fs

temporal modulation size is not feasible. Therefore, we have to implement a

rolling-average strategy to measure NIR pulses with 16 fs sampling size. In
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Figure 8.7: Recovered NIR pulses (blue curves) and the measured results
using raster scanning (red curves). (a): Recovered NIR pulse with 90 fs pulse
duration at 80% CR. (b): Recovered NIR pulse with 125 fs pulse duration
at 80% CR. (c): Two pulse trains used for NIR measurement. By shifting 1
DMD column, we shift pulse train 1 16 fs forward to get pulse train 2. (d):
The details of the measured pulse trains shown in the black dashed box in
(c). One can find that the displacement between two pulse trains is 16 fs
while the separation between two peaks in one pulse train is 256 fs.

order to do this, we first combine 5 DMD columns together (80.00 fs) as an

effective column. Then we perform the measurement of the unknown pulse

in one time window. Next, we shift this time window 16.00 fs forward to

make another set of measurement, which corresponds to the shift of 1 DMD

column. We continue this rolling process until 5 shifts are done. The final
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recovered NIR pulse is the rolling average of the measurements of all 5 shifts.

The experimental results are shown in Figure 8.7. We change the pulse

duration in the signal arm by pre-chirping the laser pulse using the self-

phase modulation effect inside a ZnTe crystal. In the meantime, the pulse

duration of the probe arm is kept at 80 fs. Figure 8.7(a) is the compressive

measurement result (blue curve) of a 90 fs pulse comparing to the delay

stage result (red curve). The recovered signal has a fidelity of 98.48% in

pulse shape while the pulse duration is 91.4 fs. Figure 8.7(b) shows the

compressive result of a 125 fs pulse. The fidelity is 97.88% while the pulse

duration is 110.0 fs. Both CS results are measured at 80% CR due to the

fact that NIR pulses carries more high-frequency components. The main

limiting factor in NIR pulse measurement is the instability induced by self-

phase modulation. The instability not only leads to a worse SNR (less than

70 in delay stage data), but also results in a irregular but large intensity

fluctuations at peak. When these significant sources of noise are included in

CS recovery, we will have a distorted pulse. For example, we have observed a

negative sidelobe at 0.85 ps in Figure 8.7(b), which has no physical meaning

because the measured quantity is pulse intensity. We expect that this noise

should vanish if one uses linear optics devices to introduce chirp. Therefore, a

better recovery should be available for real NIR pulses whose pulse duration

are not extended by nonlinear effects. To get a more accurate CS recovery,

one can also intentionally stretch the NIR pulses, for example using time

lenses, to a longer level and then use our TSPI to measure it [168, 169, 170,
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184, 185, 186, 187, 188]. It is notable that the TSPI system can be used

for other wavelengths as well. One simply needs to replace the crystal and

detector with the ones at the correct frequency band.

8.5 Numerical simulation

To numerically verify our experimental results, a Matlab code is developed

based on the theoretical model in section 8.2. We first simulate the results

shown in Figure 8.5. As shown in Figure 8.8, our experimental data precisely

matches our simulation results. When the CR is 20%, both experimental and

simulation data show the lack of high frequency components above 1.5 THz.

Meanwhile, as what we discuss before, the weak side lobe at 2.4 THz, which

corresponds to the sampling frequency of the 25 th row of the Walsh-ordered

HM, is also verified by simulation. When the CR goes to 30%, the main part

of the spectrum has been accurately recovered except for the weak side lobe,

which is also observed in our experimental data. When the CR goes to 40%,

the side lobe disappears and the spectrum of the CS recovered pulse is almost

identical to original spectrum. Therefore, these simulation results indicate

that our experimental data has a high agreement with the theoretical model.

We then focus on the role of pulse duration of the input pulse in TFO,

which has a critical impact to TFO outputs. Basically, all TFO replicas

are coherent unless the input pulse is spatially incoherent. Therefore, due

to the long pulse duration, the interference between adjacent two or more
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Figure 8.8: (a)-(c): Recovered THz pulses at different CRs: 20%, 30% and
40% respectively. (d)-(f): Corresponding spectra at different CRs: 20%, 30%
and 40% respectively.

sub-pulses will result in temporal structures under control. For example, in

Figure 8.9(a), when the input pulse has a duration of 80 fs and all columns

are on, we can get a 9.73 ps long pulse in the time domain. As shown in

Figure 8.9(a)-(c), even when we separate two effective TFO copies, each one

is the coherence interference of 4 TFO copies, with 192 fs, one still cannot

get a unit contrast of pulse trains when the pulse duration is longer than 60

fs. If we further reduce the separation to 64 fs, we can only get pulse trains
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with unit contrast when the input pulse duration is around 16 fs. When no

separation is added between two effective TFO copies, a 8.19 ps long top-hat

pulse is generated in the time domain even the input pulse duration is 40 fs.

Pulse trains with a unit contrast are only available with input pulse duration

is equal to 10 fs if there is no additional separation between adjacent replicas.

Then we turn to figure out the impact of pulse duration on recovered

THz signals. We find that pulse duration, which leads to imperfections in

pulse trains, only significantly affect the quality of pulses recovered by Walsh-

ordered HM directly. Pulses recovered by CS, even both methods use the

same encoding method, have similar fidelity and RMSE (difference less than

0.5%) under different pulse durations. As shown in Figure 8.10(a)-(c), when

input pulse duration is long and pulse trains have poor contrasts, THz sig-

nals recovered by Walsh-ordered HM have both over-estimations and under-

estimations compared to original signals. This effect will gets weaker when

the pulse duration becomes short and the contrast of pulse trains gets close

to unit. However, when pulse duration becomes ultra-short, for example 16

fs, one would expect the pixelization effect in the recovered THz signal as

shown in Figure 8.10(g) and (h). As a comparison, THz signals recovered by

CS, shown in Figure 8.10(d)-(f) and (i), are much less affected by pulse du-

ration and the quality of pulse trains, which demonstrates the robustness of

our TSPI. Therefore, our TSPI is more robust against temporal fluctuations

of the input pulse of TFO gate.

Next, we will demonstrate that our TSPI is theoretically robust against
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Figure 8.9: (a)-(c): Pulse trains at the output of the TFO for different
input pulse durations: 100 fs, 80 fs and 60 fs respectively. The temporal
separation between two effective columns is equal to 192 fs. The contrast in
(a) is 53.59% while it becomes 91.97% in (b), which matches our experimental
observation. (d)-(f): Pulse trains with different input pulse duration: 60 fs,
40 fs and 16 fs respectively. The temporal separation between two effective
columns is equal to 64 fs. The contrast in (d) is 19.43% which is too poor
to use. The contrast becomes 53.52% in (e) which is good enough for both
TSPI and Walsh-ordered HM recovery. Pulse trains at the output of the
TFO for different input pulse durations: 40 fs, 16 fs and 10 fs respectively.
The temporal separation between two effective columns is equal to 16 fs.
As shown in (g), due to the long pulse duration comparing to the temporal
separation, we can only get a top-hat pulse in the time domain when the
pulse duration is 40 fs. As a comparison, when the pulse duration reduced
to 16 fs, the contrast in (h) is 86.06%. When the pulse duration reduced to
10 fs, we can get 100% contrast as shown in (i).

imperfections in TFO gate. We first prepare a simple distortion by making

the envelop of pulse trains asymmetric. The ratio between the maximum

and minimum in Figure 8.11(a) is about 10, which is the same as the pulse

train shown in Figure 8.6(c). As one can see in Figure 8.11(b), asymmet-
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Figure 8.10: (a)-(c): Recovered THz pulses using Walsh-ordered HM directly.
The encoding process is the same as what we do in the experiment, i.e.
each row of Walsh-ordered HM is represented by the sum of 4 sub-rows,
which results in the corresponding pulse trains shown in Figure 8.9(a)-(c)
respectively. (d)-(f): Recovered THz pulses using CS and pulse trains in Fig.
S4(a)-(c) respectively. CR is 40% for all three recoveries. (g): Recovery using
Walsh-ordered HM directly. The pulse duration is 16 fs. (h): The zoom-in
figure of 4-6 ps in (g). (i): CS recovery with a pulse duration of 16 fs.

ric pulse trains lead to the over-estimation at the tail of THz pulse and the

under-estimation at the beginning of THz pulse when we use Walsh-ordered

HM recovery directly. However, the defects from the distorted TFO gate

do not affect the performance of TSPI (Figure 8.11(c)). Then we make the

distortion more complicated by moving the Fourier plane of DMD 25 mm

away from the detection crystal. Due to the spread of k-vectors of differ-

ent TFO replicas, each copy will intersect with different transverse position

of the THz pulse. Considering the Gaussian distribution of the THz pulse

and the asymmetric structure of pulse trains, the measured envelop of pulse
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trains at the detection crystal plane have an irregular envelop as shown in

Figure 8.11(d). The abnormal envelop of pulse trains leads to the over- and

under-estimation of THz pulses. Nevertheless, our THz pulse recovered by

CS is still robust to this more complicated distortion. The experimental

verification and explanation of these two distortions have been shown in Fig-

ure 8.6. In fact, the envelop of pulse trains plays a much less important

role in CS recovery than Walsh-ordered HM or random recovery. One can

even use a highly distorted TFO gate generating random intensity envelope of

pulse trains to recover THz signals using our TSPI approach. The results are

shown in Figure 8.11(g)-(i). One can figure out that the random intensity en-

velope of pulse trains leads to a THz pulse with randomly distributed under-

and over-estimations when Walsh-ordered HM recovery is used. However, in

Figure 8.11(i), the THz signal recovered by CS only gets slightly affected.

Therefore, based on both experimental verification and theoretical analysis,

we can claim that, as long as the correlation between temporal position of

each TFO replica and intensity envelope of the entire pulse train is not de-

stroyed, the recovered THz pulse will be robust against distortions on TFO

gate.

8.6 Machine learning enhanced THz TDS

Lastly, we demonstrate a compressive ultrafast THz TDS system as one po-

tential application of TSPI, and show that we can improve its performance
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Figure 8.11: (a)-(c): Recovered THz pulses using asymmetric pulse trains
generated by the temporally distorted TFO gate. (d)-(f): Recovered THz
pulses using asymmetric pulse trains located 25mm out of the detection crys-
tal plane. (g)-(i): Recovery based on a random envelop of pulse trains. The
CR is 40% for all CS recoveries.

through use of machine learning (ML). A simple 12-layer convolutional neural

network (CNN) is developed to classify the compressive signals of different

samples under poor SNR, and the architecture is shown in Figure 8.12. The

input signal layer (1×128) is connected to the first convolution layer with 16

1×4 filters. Then a batch normalization layer and a ReLu layer are imple-

mented sequentially, which normalizes the activations and is the nonlinear

activation function respectively. After the first stage, a max pooling layer

with a 1×2 pooling size is used to localize the features. Then the second stage

starts with another convolution layer consisting of 8 1×4 filters. Similar to

the first stage, a batch normalization and a ReLu layer are used. After this,

we enter the classification stage with two fully connected layers (8 neurons
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and 3 neurons respectively). At last, a softmax layer, which normalizes the

output from the fully connected layer, and a classification layer are adopted.

Figure 8.12: (a): Architecture of our CNN. Conv stands for convolution layer
while BN and ReLu stand for batch normalization layer and rectified linear
unity layer respectively. MP is the maxpooling layer and FC is the fully
connected layers. SM is the softmax layer. (b): Confusion matrix before
training. Due to the poor SNR, the classification accuracy is only 34.2%.
The green numbers are accuracy of each sample while the red numbers are
failure probabilities. The CR is 40%. (c): Confusion matrix after training.
The CR is 40%.

Five samples (water vapor, glucose, lactose, benzoic acid and KCLO4) are

used to train this CNN. Each sample has 1000 sets of data from our ultrafast

THz TDS system so that in total 5000 sets of data are used for training.
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To show the noise resistance of the ML-enhanced TDS system, the SNR of

the THz pulse is decreased to ∼10 by attenuating the THz pulse to sub-fJ

level and lowering the integration time on the lock-in amplifier. Each set of

data is measured under a sample rate of 20 Hz or 50 Hz with an integration

time (time constant) of 3 ms, which corresponds to acquisition times for each

DMD pattern of 50 ms and 20 ms respectively. However, due to the limited

data readout time between lock-in amplifier and computer (∼15 ms), there

are only 3 data points inside each acquisition time of 50 ms. For the same

reason, only 1 data point for the acquisition time equal to 20 ms. Therefore,

the effective measurement time of each DMD pattern in ML is 9 ms (for 50

ms acquisition time) and 3 ms (for 20 ms acquisition time). Since our THz

pulse is attenuated to 3 times weaker, the final SNR of these data sets is

about 10 (for 20 Hz sampling rate) or 17 (for 50 Hz sampling rate) times

weaker than the data shown in Figure 8.5 and Figure 8.6. Due to the poor

SNR, the accuracy of the successful classification without training is less than

35%. For example, 34.20% in the confusion matrix shown in Figure 8.12(b).

The training process shuffles these sets of data at the beginning of every

epoch and 6 epochs are used. In order to provide a more stable network,

a batch size of 150 sets of data is used, which further leads to the max-

imal number of iterations at 60. The entire training process takes about

400 s with a constant training rate of 0.01. We then use 2000 sets of data

(400 sets of each sample) to validate the performance of our CNN, and the

successful classification probability is about 97.5% at 40% CR as shown in
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Figure 8.12(c).

Figure 8.13: Results of CNN-enhanced THz spectroscopy. (a): The sample
classification is based on a CNN. Red curves are clean spectra that we have
after training while blue curves are noisy data before training. Due to the
poor SNR, the fingerprints of each sample are lost and cannot be identi-
fied from spectra. (b): Accuracy as functions of CR. All the identification
accuracies are averaged over 5 trainings.

To intuitively show results of CNN, we plot the measured spectra be-

fore training and the clean spectra after training, which are shown in Fig-

ure 8.13(a). Without the help of ML, the measured THz spectra are noisy

which leads to a poor classification accuracy at 34.20%. As a comparison,

after training our CNN with 5000 sets of data, we can successfully classify

the remaining 2000 sets of data (400 for each sample) with an accuracy of

97.50% at 40% CR, and the clean spectra are shown as the red curves. If

one further reduces the SNR by increasing the sampling rate from 20 Hz

to 50 Hz, the identification accuracy will significantly decrease as shown in
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Figure 8.13(b). When the sampling rate is 20 Hz, the accuracy rises up

quickly when the CR increases from 5% to 20%, and then starts to converge,

which has a very similar behavior as the fidelity shown in Figure 8.5. As

a comparison, when sampling rate is 50 Hz, the SNR in each measurement

becomes 1.73 times smaller than the 20 Hz sampling rate case, and accuracy

curve does not start converging even when CR is 100%. Therefore, if training

data sets are measured using other approaches with worse robustness against

noise, for instance raster scanning, a high identification accuracy will not be

achieved even with the help of ML.

8.7 Discussion and conclusion

The conventional approach for ultrafast sensing is raster scanning the time

delay between a short probe pulse and the signal pulse. As a contrast, our

method can significantly reduce the data acquisition time in the sampling pro-

cess, and provide a better fidelity as well as an enhanced robustness against

noise (the comparison in Figure 8.5(g)).

Compared to methods using cameras or spectrometers, our approach is

applicable to both weak and strong pulses at various frequency bands. Even

though cameras and spectrometers enable the possibility of single-shot mea-

surements, effective measurement of weak pulses is not applicable at some

wavebands. For example, in THz region, these single-shot measurement

methods usually require the use of µJ-to-mJ-level pump pulse to generate
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nJ-to-pJ-level THz pulses [130, 190, 191, 192, 193, 194, 195]. As a com-

parison, our approach only needs nJ-level pump pulses, and is capable of

measuring fJ-level THz pulses. Hence, the sensitivity of our system is about

3 orders of magnitude better than the camera- or spectrometer-based meth-

ods. Furthermore, when pulses become weak, these single-shot measurement

methods will need to average over multiple shots to provide a good SNR,

which is no longer a single-shot measurement and will result in a slow mea-

surement speed as well. However, for NIR and optical pulse measurements,

our method does not resolve spectral phase at the moment and minimal re-

solvable pulse duration cannot be below 10 fs, which is a drawback compared

to FROG or SPIDER [165, 167].

Temporal imaging based on time lenses is another way to measure ultra-

fast signals. By stretching the pulse to a longer level, one can use fast photo-

diodes to measure the optical pulses [168, 169, 170, 184, 185, 186, 187, 188].

Even though the ultrafast measurement done by time lenses can be much

faster than our computational-based TSPI, our technique is still advanta-

geous in the working frequency bands and flexibility. The working frequency

bands of time lenses is usually at optical and NIR regions, and time lenses

in the THz band have not been demonstrated yet. Meanwhile, even in the

optical and NIR wavebands, the design and fabrication of time lenses have

to be changed for each wavelength, which usually lacks flexibility compared

to our TSPI.

One limitation is the sampling speed of the system. Even though our
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system is faster than a delay stage, we does not fully utilize the advantage

of DMD in sampling speed, and there are two limiting factors stop us from

fast measurements at kHz level, which is the potential speed limit of the

system. The first limiting factor is the poor SNR of our THz pulse. The

signal becomes noisy when the integration time (time constant) on lock-in

amplifier is below 10 ms and hence the recovered pulse has a poor qual-

ity. The second limiting factor is the communication speed between lock-in

amplifier and our data acquisition program. The data read-out time from

lock-in amplifier to our computer program is about 15 ms. Therefore, the

maximal sampling rate with this lock-in amplifier is about 66.67 Hz, which

is far below the speed limit of DMD. Hence, to improve the measurement

speed to kHz level, not only a stronger THz pulse is required, a faster digital

signal processing card with synchronization is also necessary. Luckily, both

requirements are not hard to accomplish if the hardware are upgraded. For

example, researchers have demonstrated the possibility of using a commer-

cially available fiber-based THz system to generate high SNR THz signals,

and perform fast measurement over 2 kHz with a fast data acquisition card

[151]. Even though due to the long response time of silicon, the speed of

their scheme cannot go beyond 4 kHz, our methods, including our previous

spatial CS approach, have no such limitation [7]. Therefore, we believe that,

after upgrading the hardware, kHz-level sampling rate is applicable to our

approach, and it is even possible to reach the speed limit of DMD at 20 kHz.

Another limitation is the temporal field of view. As what we discuss be-
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fore, the temporal field of view is limited to 28 ps. However, this limitation

comes from the commerically available DMDs. One can further fabricate a

customized DMD, or similar devices as long as it can introduce a spatial-

temporal chirp, with a larger field of view, or cascade multiple DMDs to

introduce more chirps to achieve a better field of view. Therefore, this limi-

tation should not be an obstacle if additional fabrication is available.
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Chapter 9

Conclusion and future work of compu-
tational THz sensing

In the second half of this dissertation, I try to develop a new approach to

spatio-temporally characterize THz pulses. Both the spatial and temporal

sampling systems are inspired by SPI technique, and follow the same train

of thought: encoding the probe beam with commercially available optical

SLMs to enhance the performance.

In the spatial sampling, we propose, for the first time, the concept of

probe-beam encoding in THz SPI. By using an optical SLM in the probe

arm of a conventional THz TDS system, we can successfully encode sampling

patterns onto the probe beam, and then recover the image of THz field using

a single-pixel detector via compressive sensing. As what we demonstrated,

subwavelength imaging is available if the object is close to the detection

crystal, and high fidelity images (more than 90%) can be recovered with

a 50% CR. This new approach can release the requirement of THz SLM,

multiple lasers and photoexcited free-carriers. In the meantime, there is no
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limitation to the pump pulse so that strong THz pulses are also available in

our approach. Therefore, we believe that this method can provide sensitive

and efficient measurement of THz pulses in flaw detection, security check and

hyperspectral imaging.

In the temporal sensing, we develop and propose, for the first time, the

concept of TSPI based on the development of an ultrafast TFO gate. Ultra-

fast signals at different frequency bands can be compressively measured using

exclusively kHz-rate slow detectors without any scanning. The 16.00±0.01

fs temporal sampling size enables the successful measurement of a 5 fJ THz

pulse and two NIR pulses with high fidelity. The robustness of TSPI against

temporal distortion is also demonstrated. Lastly, we show that our tech-

nique can be used to perform ultrafast THz TDS with the help of ML. Our

TSPI system can cover a frequency band including both NIR and THz region

with a high sensitivity, efficiency and robustness. This distinctive technique

can provide dynamic temporal imaging of ultrafast signals, leading to poten-

tial applications including single-pixel hyperspectral imaging, remote sensing,

and high-data-rate optical communications.

Since both techniques are based on probe-beam encoding, the most straight-

forward future direction is combining them together to achieve single-pixel

hyperspectral imaging. Two optical SLMs are required in the probe arm: one

encodes the spatial degree of freedom while the other one encodes the tempo-

ral degree of freedom. After mixing the spatio-temporally modulated probe

pulse with the THz pulse in the detection crystal, one can simply use a pair
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of balanced photodiode to perform the measurement since the photodiode

is a ’single-pixel’ detector in both spatial and temporal degree of freedom.

A smart design is necessary to make sure the system can be operated effi-

ciently so that the advantages of each technique can be inherited by the new

single-pixel hyperspectral imaging.
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