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Abstract

I describe my research on two topics in the area of experimental nonlinear optics:

interferometric superresolution and fast-light pulse-distortion management. In the

first topic, I study means to achieve enhanced resolution over the classical Rayleigh

limit through the use of nonlinear and quantum optical methods. In the second topic,

I suggest and demonstrate a new procedure for fast-light pulse-distortion management

in a saturable gain medium.

The minimum peak-to-peak distance of an optical interference fringe pattern is

half of the wavelength of recording light at grazing incidence angle, called the Rayleigh

limit. I experimentally demonstrate two optical methods to achieve an enhancement

of resolution over the classical Rayleigh limit. First, a nonlinear optical phase-shifted-

grating method is experimentally demonstrated, achieving two- and three-fold en-

hanced resolution. Poly(methyl-methacrylate) (PMMA) is used as a real N -photon

absorbing lithographic recording material. In addition, I generated a non-sinusoidal

pattern by irradiating a PMMA film with non-uniform phase shifts between expo-

sures. Second, I experimentally demonstrate quantum superresolution by measuring

optical centroids of path-entangled photons instead of using inefficient multi-photon

absorbing detectors. Superresolution of interference patterns with higher detection

efficiency is achieved. These results place us one step closer to the realization of

superresolution in lithography and quantum imaging systems.
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In addition, I describe the pulse distortion in slow-/fast-light pulse propagation.

Anomalous dispersion produced by coherent population oscillations in an erbium

doped fiber can induce fast-light pulse propagation, but it also produces pulse distor-

tion. In this thesis, we suggest a new procedure for pulse-distortion management. Two

competing mechanisms determine the output pulse-width in an erbium doped fiber,

and we can adjust the two mechanisms by adding a constant background field to min-

imize pulse-shape distortion. This technique, referred to as the pulse-on-background

method, is successfully demonstrated under various experimental conditions. Numer-

ical calculations give results well-matched with the experimental results.
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Chapter 1

Background

1.1 Introduction

Nonlinear optics is the study of phenomena that occur as a consequence of the mod-

ification of the optical properties of a material system by the presence of light [1]. In

this thesis, I describe my research in experimental nonlinear optics. In the first topic,

I investigate means of spatial resolution enhancement of interference fringe patterns

through the use of nonlinear and quantum optical methods. In the second topic, I

suggest a new procedure for fast-light pulse-distortion management in a saturable

gain medium and demonstrate the method using an erbium doped fiber amplifier.

Optical interference can be interpreted as the superposition of two or more classical

electro-magnetic fields or that of the quantum probability amplitudes for a photon

to take one of several possible paths. The nature of interference is of interest to

1
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physicists and engineers due to its wide range of applications such as metrology [2],

holography [3], lithography [4], rotation [5], astronomical optical interferometry [6],

gravitational-wave observation [7] and optical coherence tomography [8]. The ability

of generating arbitrary patterns makes optical interference even more useful for its

practical implementation in lithography and imaging [9, 10, 11, 12, 13, 14]. Since

the interferometric resolution is ultimately limited by diffraction, referred to as the

Rayleigh limit [15], one of the biggest issues in optical lithography and imaging is to

generate the smallest possible spot or line with a given imaging system. Due to the

diffraction limit, the minimum peak-to-peak distance of the recorded pattern is half of

the wavelength of recording light at grazing incidence angle. The most common way

to improve the interferometric resolution is using a light source of shorter wavelength

and lens systems with larger numerical apertures [16]. Such a conventional way,

however, requires costly optical systems because of absorption of the optical system,

new light sources, and new optical recording materials.

Besides developing shorter-wavelength optical systems, a lot of methods have been

proposed to improve the interference fringe resolution without changing the wave-

length of light. The proposed methods can be classified into two groups, nonlinear

methods using the classical state of light and quantum methods using the quantum

state of light. The nonlinear methods can be described as follows: The multi-exposure

method was proposed by using nonlinear photosensitivity and the multiple expo-

sure technique [17]. An interference fringe pattern with two-fold spatial resolution
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enhancement was recorded in an alternate way on a two-photon commercial pho-

tographic film using two-photon absorption employing a multiplicity of two-photon

excitation frequencies [18, 19]. However, the film is not a lithographic material, and

the resulting pattern had a visibility of only 3%. In addition, a thermal light source

can produce a sub-wavelength interference pattern in a joint intensity measurement

[20]. The phase-shifted grating method using multi-photon absorption with multiple

exposures (M) shows that spatial resolution enhancement by a factor of M is pos-

sible [21, 22, 23]. Multi-photon resonance or multiple resonances can also achieve a

spatial resolution of λ/(2N) [24, 25, 14]. Furthermore, the creation of superresolu-

tion pattern was studied by using the dark states formed by the interaction between

atoms and optical fields [26]. On the other hand, quantum lithography, which utilizes

path-entangled multi-photon states and multi-photon absorption, was proposed to

beat the diffraction limit by a factor of N [4]. In this thesis, I investigate means to

achieve an enhancement of resolution over the classical Rayleigh limit and present

experimental demonstrations of nonlinear and quantum optical methods.

In the second half of this dissertation, the group velocity of light is studied. The

speed of light has been studied in great detail for a long period of time [27]. The

speed of light in a vacuum, usually denoted by c, is one of the most fundamental to

all physical constants. For example, the meter was redefined by the 17th Conférence

Générale des Poids et Mesures (CGPM) in 1983 as the length of the path traveled by

light in vacuum during a time interval of 1/299 792 458 of a second [28]. However,
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it is well known that when an optical pulse propagates through dispersive media, the

pulse experiences large or small refractive index near a material resonance [29, 30].

The first slow- and fast-light pulse propagation was observed in a resonant system

[31, 32], but the pulse experienced very strong resonant absorption. Strong dispersion

with relatively low loss was reported by using the technique of electromagnetically

induced transparency (EIT) [33, 34]. The spectral transparency window induced by

EIT is so narrow that “ultra-slow” pulse propagation was observed in Pb vapor cell

and a Bose-Einstein condensate [35, 36]. Ultra-slow light in a solid medium was

first demonstrated at a cryogenic temperature of 5 K [37]. The first use of room-

temperature solid-state materials [38, 39] opened the possibility of using slow-light

effect to develop practical devices via various mechanisms, such as coherent population

oscillation (CPO) [40], stimulated Brillouin scattering (SBS) [41], coupled-resonator

induced transparency (CRIT) [42], stimulated Raman scattering (SRS) [43], and wave

mixing in semiconductor optical amplifiers (SOA) [44, 45].

Recently, the use of controllable slow- and fast-light pulse propagation through

material systems has been studied intensively due to its useful applications, such as

tunable optical delay lines, optical buffers, and true time delay methods for synthetic

aperture radar [46, 47]. Pulse distortion due to material dispersion is one of the limits

of optical pulse delay or advancement, and several methods have been suggested for

reducing pulse distortion in slow- and fast-light propagation [48, 49, 50, 51, 52, 53,

54, 55, 56]. In this thesis, I study a new method to reduce pulse distortion in an
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erbium doped fiber amplifier by adding a proper amount of optical continuous wave

background to pulses.

This chapter is organized as follows. The standard spatial interference fringe pat-

tern is described by quantum mechanics in Section 1.2. The multi-photon absorption

process and the interference patterns by means of MPA using the classical state of

light are studied in Section 1.3, and Quantum lithography using the quantum entan-

gled states of light is described in Sections 1.4. Sections 1.5 briefly introduces the

nonlinear optical process of parametric down conversion. In Section 1.6, the funda-

mentals of slow- and fast-light pulse propagation in a dispersive medium are described.

Coherent population oscillation, a mechanism of slow- and fast-light propagation, is

discussed in Section 1.7. Slow- and fast-light pulse propagation in erbium doped fiber

is studied in Section 1.8. Finally, Section 1.9 presents the summary.

1.2 Interference fringe pattern

Interferometry can be characterized by quantum mechanics using photon operators

and two-dimensional matrices representing individual optical elements [4, 57]. This

section describes spatial interference in a MachZehnder interferometer as shown in

Fig. 1.1. The phase differential due to the path-length difference between the upper

and lower paths of the interferometer can be replaced by a single phase shifter (PS)

located in the upper path. Most optical elements, such as beam splitter, mirror, and



1.2 Interference fringe pattern 6

θ
NPBS

S

b2
^

b1
^

b0
^

a2
^

a1
^

a0
^

ϕA

B

PS

Figure 1.1: Schematic diagram of an interferometer setup.

phase shifter, can respectively be expressed by two-dimensional matrices as follows:

NPBS =
1√
2

 1 i

i 1

 ,

M =

 −1 0

0 −1

 ,

PS =

 eiφ 0

0 1

 , (1.1)

where φ = 2π(2 sin θ/λ) x is the phase differential, x is the lateral dimension on the

substrate, and θ is the incidence angle of recording beams on the substrate.

Consider the schematic setup for interferometry, illustrated in Fig. 1.1, where

â0, â1, â2, b̂0, b̂1, and b̂2 are photon annihilation operators at each position of the

interferometer, NPBS means 50:50 non-polarizing beam splitter, and S indicates a

substrate. The input photons (â0 and b̂0) at ports A and B, respectively, arrive at
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the substrate varying their modes to â2 and b̂2 by

 â2

b̂2

 =

 eiφ 0

0 1


 −1 0

0 −1

 1√
2

 1 i

i 1


 â0

b̂0

 . (1.2)

The field annihilation operators â2 and b̂2 of two upper and lower paths at the

imaging plane are given by

â2 =
−1√
2

(
eiφâ0 + i eiφb̂0

)
,

b̂2 =
−1√
2

(
i â0 + b̂0

)
, (1.3)

and the total field annihilation operator ĉ at the substrate is

ĉ =
1√
2
(â2 + b̂2)

=
−1

2

[
(i+ eiφ)â0 + (1 + ieiφ)b̂0

]
. (1.4)

The mean value of arriving photons (in other words, the intensity distribution, Iĉ) at

the substrate along the x-axis varies as

Iĉ ≡ ⟨Ψin|ĉ† ĉ|Ψin⟩ ≡ ⟨ĉ† ĉ⟩, (1.5)

where |Ψin⟩ is the input state. In a standard interferometer, the input state is a
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coherent state at the A port and the vacuum state at the B port as,

|Ψin⟩ = |α⟩A|0⟩B = |α, 0⟩, (1.6)

and the intensity distribution can be described by

Iĉ(x) = ⟨α, 0|ĉ† ĉ|α, 0⟩

=
∣∣(1 + eiϕ

)∣∣2 ⟨α, 0|â†0 â0|α, 0⟩/4
=

|α|2

2
(1 + cosφ) =

I0
2
(1 + cosφ)

=
I0
2
{1 + cos[2π(2 sin θ/λ) x]}, (1.7)

where |α|2 ≡ I0 is the input intensity. Note that the intensity peak exists whenever

φ varies by 2π, so the intensity of the interference fringe has a period of

△x = λ/(2 sin θ). (1.8)

Thus, the interference pattern has its minimum value, λ/2 of the period at grazing

incidence, and it is called Rayleigh limit. In the following sections, I describe nonlinear

and quantum interferometry using the same photon operators and matrices.
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1.3 Multi-photon absorption

It has been well known that when photons interact with matter (atoms or molecules),

there is an energy exchange between the light field and the matter, referred to as the

absorption or emission of photons by the matter. One-photon process is the most

general field-matter interaction. If the energy of the incident light field is comparable

to the spacing between the two energy levels involved in a molecular transition, an

atom (or molecule) may absorb a photon through a transition from a ground energy

level to an excited energy level, or conversely, the atom may emit a photon through

a transition ending in a lower energy level.

The first theoretical prediction of field-matter interaction with more than one

photon was done by Göppert-Mayer in 1931 [58]. In her doctoral dissertation, she

foretold that a simultaneous two-photon absorption (2PA) process induces a transition

to an excited energy level of an atom via an intermediate state. 30 years later, the

first observation of 2PA was reported by using a strong laser light field [59]. Since

then, enormous number of works has been reported due to the development of high

energy lasers and new materials responding to two-photon absorption, three-photon

absorption (3PA), four-photon absorption (4PA), and even higher-order multi-photon

excitation [60].

The MPA process can be understood as a multi-step event introducing the concept

of intermediate states between real energy levels as shown in Fig. 1.2 [60]. For

simplicity, consider the two-photon absorption process. In the first step, an atom
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Figure 1.2: Schematic description of two-photon and three-photon absorptions.

absorbs one photon being excited to an intermediate state, so the atomic status can

be distributed somewhere between its ground state and excited state with a certain

probability. Because of the large range of the distribution uncertainty, the lifetime

in the intermediate state has to be short (< 10 fs). In the second step, the same

atom absorbs another photon almost immediately to complete its transition from the

intermediate state to the excited state. Since each transition step is proportional to

the photon flux, the 2PA transition rate R depends on the quadratic power of light

intensity, I as

R ∝ σ(2)I2 (1.9)

where σ(2) is the 2PA cross-section of the molecule. The MPA cross-section determines

how sensitive the material is to the MPA process, and general materials have so small

value (∼ 10−50 cm4 s/photon for two-photon absorption and ∼ 10−85 cm6 s2/photon2

for three-photon absorption [60, 61]) that it requires high optical intensity. The
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TPA cross-section is sometimes quoted in the units of Goeppert-Mayer (GM, the

name abbreviation of Göppert-Mayer), where 1 GM is 10−50cm4s/photon, and general

materials have very small value about 0.1 ∼ 1 GM, so 2PA is a very rare phenomenon.

Similarly, the 3PA transition rate has dependence on the third power of the light

intensity and more of the same.

New multi-photon absorbing materials has been developed due to the great poten-

tials of various applications based on multi-photon absorption, such as optical power

limiting [62], frequency-upconversion lasing [63] and microscopy [64], optical data

storage [65], and optical microfabrication [66]. These applications based on nonlinear

optical multi-photon process has the advantages of (a) large penetration depth be-

cause of no linear absorption, (b) high spatial confinement of multi-photon interaction

due to the nonlinear material’s response, (c) the power of frequency up-conversion

with tunability within a quite broad spectral range, (d) the change of nonlinear op-

tical properties, such as refractive index, transmittance, and population, (e) no need

of short wavelength laser, (f) effective rejection of background due to no linear and

nonlinear response of materials, and (g) ultrafast response of the material due to the

short lifetime of intermediate states. Especially, the first two features can be used to

fabricate 3D microstructure with a spatial resolution much shorter than the excita-

tion wavelength [67]. Due to the second advantage, photo-reactions will be occurred

in smaller volume near the focal point position than the light intensity distribution

because of the high-order power dependence of material’s response.
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This spatial confinement of multi-photon interaction will affect interference fringe

patterns recorded on a multi-photon absorbing material. In this section, nonlinear

interferometry will be described by quantum mechanics similarly with Section 1.2.

The classical intensity distribution Iĉ(x) of a standard interferometer forms the in-

terference fringe of Eq. 1.7. This intensity distribution can be recorded onto the

N -photon absorber as a function of

Iĉ(x)
N ≡ ⟨ĉ† . . . ĉ† ĉ . . . ĉ⟩/N !, (1.10)

due to the nonlinear response of the N -photon absorbing material. The recorded

pattern, R(x), on the N -photon absorber is given by

RNLO(x) ∝ INĉ (x) = ⟨α, 0|ĉ†N ĉN |α, 0⟩/N !

=
∣∣(1 + eiϕ

)∣∣2N ⟨α, 0|â†N0 âN0 |α, 0⟩/((2)2N/N !)

=
|α|2N

N !2N
{1 + cos[2π(2 sin θ/λ) x]}N . (1.11)

Note that the period of interference fringe does not change, but full width at half

maximum (FWHM) of a period reduces from λ/(4 sin θ) for linear interference pattern

to about λ/(5.49 sin θ) for 2PA interference pattern and to about λ/(6.66 sin θ) for

3PA interference pattern. The diminished width of MPA patterns can be used to

fabricate sub-wavelength interference patterns on a multi-photon absorbing material

and the detail will be described in Chapter 2. In the next section, I study quantum
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interferometry using the same method in Section 1.2 and 1.3.

1.4 Quantum lithography

In 2000, Boto et al. proposed a new method to beat the Rayleigh limit in real multi-

photon imaging systems using quantum entanglement and multi-photon absorption

[4]. Consider the schematic setup for an interferometer, illustrated in Fig. 1.1. As

shown in equation 1.4, the field annihilation operator at the imaging plane can be

expressed by two input field annihilation operators â0 and b̂0 in the upper and lower in-

put ports to the beam splitter. Consider the nonclassical input state |Ψin⟩ = |1, 1⟩A,B

indicating one photon at both A and B ports simultaneously. This photon-number

state can be obtained by the parametric down-conversion (PDC) process which was

predicted in 1968 [68] and was first observed experimentally in 1970 [69]. The detail

about PDC will be studied in the next section. If the substrate is sensitive to the

two-photon absorption process, the 2PA transition rate for the nonclassical state is

given by

RQL(x) ∝ ⟨1, 1|ĉ† ĉ† ĉ ĉ|1, 1⟩/2!

=

∣∣∣∣ i2 (1 + e2iφ
)∣∣∣∣2 ⟨0, 0|0, 0⟩/2

=
1

2
[1 + cos(2φ)] . (1.12)
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Figure 1.3: The recorded patterns by classical standard interferometry (black dashed),
classical 2PA interferometry (green dotted), and quantum interferometry (blue solid)
vs the lateral dimension, x.

Fig. 1.3 shows the recorded patterns for classical standard interferometry of equa-

tion 1.7 (RStandard), classical 2PA interferometry of equation 1.11 for N = 2 (R2PA),

and quantum interferometry of equation 1.12 (RQI) against the lateral dimension, x.

The 2PA pattern has narrower features than the standard pattern, but quantum inter-

ferometry generate even narrower feature than 2PA. Another advantage of quantum

interferometry is its visibility of one. Most of all, the quantum interferometry pat-

tern as a function of cos(2φ) varies twice as fast as the classical standard interference

pattern.

This two-fold enhanced resolution of quantum interferometry is caused by quan-

tum entanglement. The quantum entanglement is a property of the quantum mechan-

ical state of a composite system which cannot be written as a product of the states of
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individual subsystems, even if the individual subsystems are spatially separated [70].

For example, if two noninteracting subsystems A and B have individually two possi-

ble states |0⟩ and |1⟩, (|1⟩A|0⟩B + |0⟩A|1⟩B) /
√
2 is an entangled state. Lets go back

to the interferometry shown in Fig. 1.1. From equation 1.3, the photon annihilation

operators â2 and b̂2 before the substrate output state can be expressed by â0 and b̂0

as follows:

â0 =
−1√
2

(
e−iφâ2 + ib̂2

)
,

b̂0 =
1√
2

(
i e−iφ â2 − b̂2

)
, (1.13)

and the nonclassical input state |1, 1⟩A,B can be rewritten as

| 1, 1⟩A,B = â†0 b̂
†
0| 0, 0⟩A,B

=
−1√
2

(
eiφ â†2 − i b̂†2

) 1√
2

(
−i eiφ â†2 − b̂†2

)
| 0, 0⟩

=

[
i

2

(
e2iφ â†22 + b̂†22

)
+

1

2
eiφ
[
â†2 , b̂

†
2

]]
| 0, 0⟩

=
i

2

(
e2iφ â†22 + b̂†22

)
| 0, 0⟩

=
i√
2

(
e2iφ | 2, 0⟩u,l + | 0, 2⟩u,l

)
, (1.14)

where the operators â2 and b̂2 commute with each other and the subscripts u and

l mean the upper and lower paths, respectively. Equation 1.14 indicates that when

two identical photons simultaneously enter a 50:50 beam splitter (one in each input
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mode), both photons propagate either through the upper path or the lower path in

the interferometer. It is a well known effect, referred to as the Hong-Ou-Mandel

interference effect [71]. The entanglement is between photon number and path, and

that is why it is called the path-entangled photon-number state. Since both photons

pass through the phase shifter only on the upper path, they acquire twice the phase

shift as with a single-photon process. Since the two paths are indistinguishable, the

amplitudes corresponding to these two paths will interfere, and the two-fold phase

shift will induce the doubling of the resolution.

Assume an optical light source having a superposition of N photons on the upper

arm with no photon on the lower arm, and vice versa. The N photons on the only

upper arm will experience the phase shift of (Nφ), and the path-entangled photon-

number state of N photons will be given by

1√
2

(
eN iφ |N, 0⟩u,l + | 0, N⟩u,l

)
. (1.15)

The N -photon path-entangled photon-number state is referred to as the NOON state

[72]. If the NOON state is prepared and the substrate is an N-photon absorbing

material, then the recorded interference pattern may be computed as

RQL(x) ∝ ⟨NOON|ĉ†N ĉN |NOON⟩/N !

=

∣∣∣∣ i2 (1 + e2iφ
)∣∣∣∣2 ⟨0, 0|0, 0⟩

=
1

2
[1 + cos(Nφ)] . (1.16)
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The minimum peak-to-peak feature size at the grazing angle will be λ/2N , so the

resolution can be enhanced by a factor of N . Also, theoretically there is no limit for

N and the visibility of the interference fringe is unity.

1.5 Quantum states induced by spontaneous para-

metric down conversion

Spontaneous parametric down-conversion (SPDC) is one of the most important second-

order nonlinear process in quantum optics to generate a light source of the nonclassical

state. A pump photon of higher frequency interacts with a non-centrosmmetric crys-

tal and splits into two separate photons (generally referred to as signal and idler

photons) of lower frequencies [1]. The birth time, the time at which the signal and

idler are created in the nonlinear crystal, is extremely short, of the order of 100 fs [71].

The initial and final quantum-mechanical states of the crystal are left unchanged in

the process, so energy must be conserved as shown in Fig. 1.4(a),

ωp = ωs + ωi, (1.17)

where ω is the angular frequency of the photon, and the subscripts p, s, and i refer

to the pump, the signal, and the idler photon, respectively. Note that the signal and

idler frequencies are anticorrelated with respect to each other about ωp/2.
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Figure 1.4: The spontaneous parametric down-conversion process. (a) energy dia-
gram, (b) momentum diagram, (c) geometry of type-I SPDC, and (d) geometry of
type-II SPDC.

In addition, the momentum conservation law of the form

k⃗p = k⃗s + k⃗i, (1.18)

must be met in this process as shown in Fig. 1.4(b). Here k⃗ is the wave vector

of the photon. Since the nonlinear material has dispersion and birefringence, the

momentum conservation law is only satisfied when the phase matching condition

in nonlinear optics is fulfilled, and two types of SPDC exist depending on down-

converted photons polarizations. The type-I SPDC process generates signal and idler

photons sharing the same polarization, and the output geometry is shown in Fig.

1.4(c). At the detection plane, there exists a ring originated by signal and idler
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photons. Meanwhile the type-II SPDC process creates two rings as shown in Fig.

1.4(d) at a detection plane, each ring is produced by either signal or idler photons

having orthogonal polarizations to each other.

The forms (| 1, 1⟩) in equation 1.12 is the simplest expression of the quantum state

from SPDC, but the photons generated by SPDC have a complicated multi-mode two-

photon Fock-state. Consider a classical pump field in a nonlinear medium of a length

of L in z-direction and the pump field has a cross section of a, so that the interaction

volume is υ ≡ aL [73]. The origin is located at the center of the cross section and at

the end of the interaction volume as shown in Fig. 1.4(c) & (d). The SPDC process is

a three-wave mixing process having the medium polarization vector P(NL) as follows:

P
(NL)
i (r, t) =

∫
dt1dt2χ

(2)
ijk(t− t1, t− t2)Ej(r, t1)Ek(r, t2), (1.19)

where χ(2)ijk is the second-order nonlinear susceptibility tensor, E is the electric field.

The nonlinear interaction Hamiltonian of the electromagnetic system is given by

HI =
1

8π

∫
υ

d3r 4πPNL · E

=
1

2

∫
υ

d3r Ei

∫
dt1dt2χ

(2)
ijkEjEk (1.20)

Since electromagnetic field can be treated as an infinite set of harmonic oscillators,

the field can be quantized and expressed as an operator Ê(r, t).

The electric field operators consist of two components for positive and negative
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frequencies, Ê(r, t) = Ê(−)(r, t) + Ê(+)(r, t) and the E-field operator with positive

frequency is given by

Ê(+) =
1√
2π

∫
d3k

∑
ν=1,2

ϵk,νl(ω)âk,ν exp[i(k · r− ωt)], (1.21)

where l(ω) = i
√

~ω/2c and ϵk,ν are the unit vectors for two independent polariza-

tions. âk,ν is the annihilation operator for the mode given by k, ν and satisfies the

commutation relation:

[âk,ν , â
†
k′,ν′ ] = δνν′δ(k− k′) (1.22)

In real experiments, due to the material dispersion and the finite length of the crystal,

the phase matching condition is not perfect. Moreover, the angular frequency of the

pump photon (ωp) is much larger than those of down-converted photons (ωs&ωi ∼

ω0 = ωp/2). The corresponding nonlinear Hamiltonian operator using positive and

negative frequency components of the field operators is given by

ĤI =

∫
[ωp]

d3k3

∫
[ω0]

d3k1d
3k2

∑
ν1,ν2,ν3

χ
(2)
ijk(ω1, ω2, ω3)(ϵk3,ν3)i(ϵk1,ν1)

∗
j(ϵk2,ν2)

∗
k

×âk3,ν3 â
†
k1,ν1

â†k2,ν2
ei(ω1+ω2−ω3) t

∫
υ

d3r exp(i∆k · r) +H. c., (1.23)

where H. c. stands for the Hermitian conjugate, χ
(2)
ijk(ω1, ω2, ω3) is the second-order

nonlinear susceptibility tensor in the frequency domain, and the phase mismatch is
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given by

∆k ≡ k3 − k1 − k2. (1.24)

Normally, the second-order nonlinear susceptibility is a slowly varying function.

Next, the state of the system at time t is related to the state at time t′ by

|Ψ(t)⟩ = Û(t, t′)|Ψ(t′)⟩, (1.25)

where the unitary operator is defined and expanded as

Û(t, t′) = exp

[
1

i~

∫ t

t′
ĤI(τ) dτ

]
≈ 1 +

1

i~

∫ t

t′
ĤI(τ) dτ +

1

2!

[
1

i~

∫ t

t′
ĤI(τ) dτ

]2
. . . . (1.26)

Substituting equation 1.23 into the above equation, we obtain a complicated ex-

pression, but it can be simplified under several assumptions. If the pump field is a

continuous wave, we can treat t′ = −∞ and t = ∞ and the time integral of the

exponential term in equation 1.23 becomes

∫ ∞

−∞
dτei(ω1+ω2−ω3)τ = 2πδ(ω3 − ω1 − ω2) (1.27)

The Hermitian conjugate term in equation 1.23 describes an opposite process of
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SPDC, so we can drop this term. In addition, the photon polarizations are deter-

mined by the phase matching condition of the nonlinear crystal, so we can ignore the

summation over ν’s. In this thesis, we are interested in the collinear phase matching

condition in which the directions of the down-converted photons are same. In the

collinear phase matching condition, we can treat the process as a one-dimensional

case, and then the time integral of the Hamiltonian operator in equation 1.23 can be

rewritten as

1

i~

∫ ∞

−∞
ĤI(τ)dτ = ξ

∫
[ωp]

dω3

∫
[ω0]

dω1dω2δ(ω1 + ω2 − ω3)

×âp(ω3)â
†
s(ω1)â

†
i (ω2)Φ(ω1, ω2)h(L∆k), (1.28)

where

h(Lx) =

∫ 0

−L

dz eixz =
1− e−iLx

iLx
= e−iLx/2 sinc(Lx/2), (1.29)

with L is the length of the nonlinear crystal and ξ is a constant showing how strong

the nonlinear effect is. Note that the nonlinear interaction Hamiltonian operator

consists of an annihilation operator of the pump field and two creation operators of

the signal and idler photons illustrating the SPDC process as shown in Fig. 1.4(a).

The initial state (|α(ω), 0, 0⟩p,s,i) is a multi-mode coherent state at the pump field

frequency and all the other modes in vacuum. The subscriptions p, s, and i stand for

the pump, signal, and idler modes, respectively. The pump field is so strong that we
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assume that it does not deplete while the SPDC process, and we only care about the

signal and idler photons. Then the initial state becomes

|Ψ0⟩ = | 0, 0⟩s,i. (1.30)

Substituting equations 1.26, 1.28, and 1.30 into equation 1.25, we obtain the final

photon state generated by SPDC as follows:

|Ψ⟩SPDC ≈ | 0, 0⟩+ η

∫
dω1dω2δ(ω1 + ω2 − ωp)h(L∆k)|ω1s, ω2i⟩

+η2/2

∫
dω1dω2dω

′
1dω

′
2δ(ω1 + ω2 − ωp)δ(ω

′
1 + ω′

2 − ωp)

×h(L∆k)h(L∆k′)|ω1s, ω1′s, ω2i, ω2′i⟩, (1.31)

where η = αp ∗ ξ is the amplitude of generating photon pair at a given pump power

with αp is the pump-field strength. The second and third terms are the two- and

four-photon states. This photon state can be simplified by assuming a very large and

long crystal and single-mode description as follows:

|Ψ⟩SPDC ≈ | 0, 0⟩s,i + η|1, 1⟩s,i +
η2

2
|2, 2⟩s,i, (1.32)

Note that the two-photon state is proportional to η and the four-photon state is

η2/2. At a low pump power (η ≪ 1), the four-photon and higher photon-number

states can be neglected.
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1.6 Slow- and fast-light pulse propagation

When monochromatic light propagates through a material, its speed, v changes and

becomes slower than the vacuum speed, c. The ratio between the vacuum speed and

the speed of light in a dispersive medium is referred to as the refractive index of the

material. The phase velocity of a monochromatic wave in a dispersive medium is

defined as the velocity of points of constant phase in the form of v = ω/k = c/n,

where k is the wavenumber and n is the refractive index. Since the refractive index

is a function of frequency of light, if the field is not a monochromatic wave (e.g. a

pulse), different frequency components of the field will experience a different value

of the refractive index. Due to the dispersion of the material, the group velocity is

defined as

vg =
dω

dk
= c/ng, (1.33)

where ng is the group refractive index at a frequency of ω0 in the form of

ng(ω0) = c
dk

dω
|ω0 = n(ω0) + ω0

dn(ω0)

dω
. (1.34)

In general, the group velocity will be slightly different from the phase velocity since

the second term of equation 1.34 has a small value. Near an optical resonance, how-

ever, the group index becomes significant. Fig. 1.5(a) shows an absorption spectrum

near a spectral hole. According to the Kramers-Kronig relations [1], the imaginary
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Figure 1.5: (a) A spectral hole, (b) the refractive index, and (c) the group index at
near the center frequency ω0.

part (absorption) and the real part of the refractive index of a material are related to

each other. Therefore, near the spectral hole, the refractive index of the material also

changes in a very narrow frequency range as shown in Fig. 1.5(b) producing large

normal dispersion (dn/dω ≫ 0). Finally, a narrow dip in an absorption spectrum

will induce huge group index at the center frequency of ω0 and small or even negative

group index on both sides of the resonance as illustrated in Fig. 1.5(c). In addition,

a narrow peak in an absorption spectrum will produce small group index leading to

fast-light propagation effects at near ω0 and slow-light effects on both sides of the

resonance. Therefore, a strong but narrow spectral feature is required to have slow

(or fast) light pulse propagation effects.

One interesting topic of slow- and fast-light effects is whether the group veloc-

ity is equal to the information velocity [74, 75, 76]. The information arrival time
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can be defined as the earliest possible moment at which one can observe a non-zero

value in the electromagnetic field that propagates through a system. In our group,

the information velocity has been studied using the propagation of a pulse with an

abrupt change in pulse amplitude as shown in Fig. 1.6 [77]. The leading edge of the

input pulse is Gaussian, but at the peak, the intensity rapidly drops to zero. Two

solid-state optical materials, alexandrite and ruby, are used to induce superluminal or

very small group velocity by coherent population oscillations, respectively. As shown

in Fig. 1.6, the smoothly varying portions of the pulse propagate at the group veloc-
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Figure 1.6: Calculated input and normalized output intensities of a truncated Gaus-
sian pulse after propagation through (a) alexandrite and (b) ruby.
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ity, but information (discontinuity) was neither advanced nor delayed indicating the

information velocity is equal to the phase velocity, not the group velocity.

Another interesting topic in the fast-light effects is whether the superluminal prop-

agation violates causality. The superluminal pulse propagation indicates that the

peak of the output pulse exits the dispersive medium before the peak of the input

pulse enters. This superluminal pulse propagation is caused by a negative value of

the group velocity. In Fig. 1.6(c), the nature of discontinuity propagation explains

why there is no violation of causality even with the superluminal pulse propagation.

The peak of a pulse is advanced in time showing the fast-light effect, but there is no

change before the discontinuity. Therefore, we can conclude that superluminal effects

are initiated by the leading edge of the pulse.

Furthermore, theory predicts an interesting behavior of the superluminal pulse

propagation inside of the medium. During the superluminal pulse propagation, a

pulse will appear to propagate in the backward direction within the medium. This

nature of backward pulse propagation has been investigated in our group [78], and the

backward pulse propagation within the medium has been experimentally observed in

an erbium doped fiber amplifier by successively cutting back the length of the fiber. In

Fig. 1.7, the superluminal pulse propagation is illustrated by two arrows representing

the input and output pulse-peak positions, and inside the fiber another arrow moves

backwards in time. Further investigation was performed to determine the energy

flow direction in the medium with a negative group index, and showed that energy
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transport is always in the forward direction even if the peak of a pulse inside the

medium travels backward.

In the following two sections, I study coherent population oscillations as a mech-

anism of slow- and fast-light effect and describe an experimental observation of slow-

and fast-light propagation in erbium-doped optical fiber.

Normalized length |ng|Z (m)
0 0.5-0.5 1x10-1 5

∆t = 0

∆t = 3

∆t = 6

∆t = 9

∆t = 12

∆t = 15

Figure 1.7: Experimentally observed time evolution of the pulse as it propagates
through the fiber.
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1.7 Coherent population oscillation

Room-temperature solid-state slow- and fast-light systems have been developed [38,

39, 41, 42, 43, 44, 45] and in many ways they are practically suitable for use in appli-

cations. The mechanism investigated in this thesis is coherent population oscillations

(CPO). Spectral holes due to wave interactions in saturable absorbers were first pre-

dicted in 1967 by Schwartz and Tan [79] and experimentally observed by Hillman et

al. in ruby [80]. The first experimental demonstration of slow- and fast-light effects

by CPO was performed in ruby and alexandrite [38, 39]. The slow- and fast-light

propagation speeds based on the process of CPO have some specific properties com-

pared to other mechanisms as follows: the occurrence in room-temperature solid-state

systems, very wide range of resonance, and no dependence on laser linewidth [81].

CPO results in slow-light propagation for the following reason. A strong pump

field and a signal field of slightly different frequencies can excite population from the

ground state to the excited broad absorption band as shown in Fig. 1.8. Population

decays from the excited state to the metastable level within a very short time and

then returns to the ground state with a transition rate of 1/T1. The excited state

has very short life time, but the meta stable state has relatively long lifetime. Due

to the frequency difference, the pump and signal fields will interact, causing the

population of the ground state to oscillate in time at the beat frequency (ω±) of

the two fields. This oscillation occurs only when the beat frequency is less than the

transition rate (1/T1 > ω±). Due to the oscillating population, the signal field will
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Figure 1.8: Energy levels of saturable absorber.

experience reduced absorption within a narrow range, and an absorption spectral

hole is centered at the laser frequency as shown in Fig. 1.5(a). Therefore, coherent

population oscillation produces large group refractive index. Similarly, a gain spectral

hole or absorption spectral antihole can be respectively created in a saturable gain

medium or reverse saturable absorption medium, inducing fast or even superluminal

pulse propagation.

Assume that the intensity of the incident light is modulated with a modulation

frequency of △. Due to no dependence on laser linewidth, the CPO effect reacts only

to intensity variation of the incident light. A mathematical description of CPO in

frequency domain leads to absorption coefficients of the unmodulated and modulated

components of the input intensity [81]. The absorption coefficient of the unmodulated
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intensity, α0 is given by

α0 =
αlin

1 + I0/Isat
, (1.35)

where αlin is the linear unsaturated absorption coefficient, and Isat = ~ω/(σT1) is the

saturation intensity of the material. The absorption coefficient of the unmodulated

intensity has the common property of saturable absorber. Meanwhile, the modulated

component at a modulation frequency of △ has its absorption coefficient, α1 as

α1(△) = α0 − αlin

(
I0/Isat

1 + I0/Isat

)(
1 + I0/Isat

(1 + I0/Isat)2 + (△T1)2

)
, (1.36)

where △ is the modulation frequency of the input intensity. It will show a spectral

hole on the very wide background absorption versus the modulation frequency as

shown in Fig. 1.5(a). In addition, the modulated component will experience the

nonlinear refractive index, n1 as

n1(△) = 1 +
αlinc

2ωc

(
I0/Isat

1 + I0/Isat

)(
△T1

(1 + I0/Isat)2 + (△T1)2

)
, (1.37)

where ωc is the center frequency of the incident light. Fig. 1.5(b) illustrates the

refractive index of the signal field versus the modulation frequency. Using the expres-

sion of the nonlinear refractive index, the group refractive index of the signal field
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versus the modulation frequency is given by

ng(△) = n1(ωc) +
αlinc

2

(
I0/Isat

1 + I0/Isat

)(
T1

(1 + I0/Isat)2 + (△T1)2

)
, (1.38)

and is illustrated in Fig. 1.5(c). The spectral hole due to coherent population os-

cillations causes large group index at near the center wavelength of the input laser

beam.

1.8 Slow- and fast-light pulse propagation in an

erbium doped fiber amplifier

In the previous two sections, we studied slow- and fast-light effects and coherent

population oscillations as a mechanism of the effects. In this section, we describe

experimental observation of slow and superluminal pulse propagation through an

erbium doped fiber amplifier (EDFA) by means of coherent population oscillations.

The EDFA was first demonstrated for use of a single-mode fiber laser source in 1986

[82]. The core of an EDFA is doped with erbium ions, and the population inversion

of the ions can be induced by a pump field at a wavelength of 980 nm or 1480

nm, exhibiting gain in C-band (1530 - 1565 nm). It is well known that an erbium

doped fiber is a saturable absorber at no pump power and becomes an amplifier with

saturable gain at high pump powers.

Slow and superluminal pulse propagation through an EDFA was first observed
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Figure 1.9: Experimentally measured (symbols) and numerically calculated (solid
lines) fractional advancement for various pump powers vs. the modulation frequency
of the signal.

in our group [40]. A sinusoidally modulated signal at 1550 nm was sent through an

EDFA for various 980-nm pump powers. The degree of signal delay or advancement

versus the modulation frequency is shown in Fig. 1.9, and the effect is tunable from

one regime to the other by varying the pump power. At low pump power, the signal

experiences large group index, but negative group index at high pump power. The

controllable slow- and fast-light pulse propagation could have important implications

for applications in photonics.
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1.9 Summary

In this chapter, I have reviewed the basics of interference described by quantum

mechanics. The spatial patterns of classical standard interference, classical nonlinear

interference, and quantum interference are studied and compared to each other. I have

discussed the quantum states generated by a nonlinear optical process of spontaneous

parametric down-conversion producing two photons and four photons, simultaneously.

I have also discussed some of the key concepts of slow- and fast-light pulse propagation

effects, and studied how the coherent population oscillation process induces slow- and

fast-light effects and explained the first experimental demonstration of the controllable

slow- and fast-light effect in an EDFA.

In the next two chapters, I present our studies of the spatial interferometric super-

resolution due to the nonlinear and quantum methods and fast-light pulse-distortion

management in an erbium doped fiber amplifier. In Chapter 2, I study the nonlin-

ear optical phase-shifted grating method and the details of multi-photon absorption.

The experimental demonstration of the phase-shifted grating method was performed

using a real N -photon absorbing lithographic recording material to achieve two- and

three-fold enhancement of spatial resolution. I also investigate a way to generate non-

sinusoidal patterns by the phase-shifted grating method. In Chapter 3, I describe

the theory of the quantum optical centroid measurement method and experimen-

tally demonstrate this new method. I then compare it with the traditional quantum

lithography method that responds by means of multi-photon absorption. The optical
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centroid measurement method shows spatial resolution enhancement as much as the

quantum lithography method, but with much higher detection efficiency.

In Chapter 4, a new method for fast-light pulse-distortion management is de-

scribed. Anomalous dispersion produced by coherent population oscillations can in-

duce fast-light pulse propagation and also pulse distortion. By adding the proper

amount of a constant background field, pulse-shape distortion will be minimized, and

this technique is successfully demonstrated under various experimental conditions.

The numerical calculations are performed, and the results are well matched with the

experimental results. Chapter 5 presents the general conclusions.



Chapter 2

Nonlinear method for

superresolution

2.1 Introduction

In standard linear interferometric lithography, the interference fringes have the form

I = 1 + cos(Kx), where K = 4π sin θ/λ, θ is the angle of incidence and λ is the

wavelength of light. Thus, the highest resolution pattern that can be recorded has a

period of λ/2 at grazing incidence θ → π/2. This is called the Rayleigh limit[9, 15].

Several proposals have been suggested to achieve an N -fold resolution enhancement

over the classical diffraction limit by using lithographic materials that work via N -

photon absorption [17, 18, 19, 4, 21, 22, 23, 24, 25, 14]. In particular, Bentley and

Boyd proposed the phase-shifted grating method and demonstrated that an M -fold

36



2.1 Introduction 37

enhancement in resolution can be achieved by exposing an N -photon absorber M

times and adjusting the phase difference between the two recording beams after each

exposure [21, 22]. In their experiment, an N -photon absorbing medium was simulated

by Nth harmonic generation followed by a CCD camera.

In the present chapter, the phase-shifted grating method is further studied for

verifying the possibility of superresolution. This method was originally proposed by

Ooki in 1994 [17], and improved by Bentley [21]. In the first proposal of Ooki et. al.,

they considered N exposures of light on a N -photon absorbing material with equal

amount of phase shift between exposures. Unlike the multiple exposure method of

Ooki, however, the number of exposures M is allowed to be different from the number

of photons N needed for multi-photon absorption in the way of Bentley et. al.. The

advantage of Bentley’s proposal is that the visibility can be high, approaching unity

for N ≫ M .

This chapter is organized as follows. In Section 2.2, the theory of the phase-

shifted grating method is reviewed. An experimental demonstration is performed

using poly(methyl-methacrylate) (PMMA), and optical properties of PMMA is given

in Section 2.3. PMMA is a UV lithographic material, but, in our research, it is consid-

ered as a multi-photon absorbing lithographic material at the wavelength of 800 nm.

Sections 2.4 present experimental details. In Section 2.5, we report an experimental

result showing a recorded fringe pattern with resolution beyond the diffraction limit

at grazing angle. Section 2.6 presents additional experimental results of three-fold
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enhanced resolution with reduced incidence angle and non-sinusoidal patterns with

this technique. The summary is given in Section 2.7. The work described in this

chapter has been published in Journal of Modern Optics [83].

2.2 Theory

A schematic of this technique is illustrated in Fig. 2.1. The two recording beams

are brought together on an N -photon absorber and interference fringes are formed.

Note that the interference pattern recorded by a N -photon absorbing material after

a single exposure is given by

IN1 = I[1 + cos(Kx+ ϕarb)]
N , (2.1)

where I is the intensity of the recording beams for an exposure, K = 4π sin θ/λ is the

wavevector of the incidence light, and ϕarb is an arbitrary phase of a fixed value. This

pattern has the same spatial period as a classical standard interference pattern, but

with sharpened features. In one arm of the interferometer, we inserted a phase-shifter

which is used to adjust the phase difference between the two recording beams of light.

We then expose the PMMA M -times with the relative phase of successive laser pulses

incremented by a fixed amount. For instance, when the optical path-length difference

between the two arms changes by λ/M after each exposure, the phase of the jth laser
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Figure 2.1: Schematic representation of the method.

pulse is given by [21]

△ϕj =
2πj

M
. (j = 1, 2, . . . ,M) (2.2)

In this case, the interference pattern recorded on the N -photon absorbing material

after exposing it using M shots with progressively increasing phase shifts is given by

M∑
m=1

INm =
M∑

m=1

Im[1 + cos(Kx+ 2πm/M + ϕarb)]
N , (2.3)

where Im is the intensity of the recording beams for the mth exposure. Thus, we

record an interference pattern with a fringe period of λ/(2M sin θ), where θ is the

incidence angle of the recording beams. For example, if one uses a 3-photon absorber

(N=3) and two exposures (M=2) with equal intensity for each exposure, where the

second exposure is shifted as described above, the resulting intensity pattern on the
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3-photon absorber is given by

I31 + I32 = (1 + cosKx)3 + [1 + cos(Kx+ π)]3

= 4 + 3 cos(2Kx)

= 4[1 + V cos(2Kx)], (2.4)

where V = (Imax − Imin)/(Imax + Imin) = 3/4 is the visibility of the fringes. Imax and

Imin are the maximum and minimum values of the interference patterns. In Fig. 2.2,

we plot the theoretical surface profile calculated from Eq. (2) under the assumption

that the surface profile varies linearly with the exposure pattern. Note that this

method reduces the fringe period by a factor of two, although the visibility is also

reduced.

The pattern’s resolution is enhanced by a factor of M compared to normal inter-
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Table 2.1: Visibility as a function of resolution and absorption process.
Number of exposures (M) Order of absorption (N) Visibility (V )

2 2 33%
2 3 60%
2 6 94%
2 8 98%
3 3 10%
3 6 48%
3 8 67%
3 17 97%
4 4 3%
4 6 14%
4 8 28%
4 30 97%

ferometric lithography. A high visibility fringe pattern can be achieved for the case

where the value of N is chosen to be much larger than that of M . To see this, the

visibilities for various combinations of N and M are calculated and summarized in

Table 2.1 [21].

Moreover, if one does not use uniform phase shifts between exposures, then non-

sinusoidal patterns can also be formed. Let us assume that the lithographic material

is a 3-photon absorber and is exposed twice with a π + ∆ phase shift on the sec-

ond exposure, where ∆ is a small phase deviation. Using Eq. (1) we calculate the

fringe pattern and compare it to the uniformly phase-shifted result. The results are

presented in Fig. 2.3(a). The dashed curve shows the interference pattern for N=3

and M=2 with the phase shift of the second shot given by π + ∆(∆ = π/3). The

solid curve shows the pattern for N=3 and M=2, where the phase shift of the second

shot is π. This figure shows that the various combinations of the phase shifts be-
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Figure 2.3: Theoretical surface profile for non-sinusoidal fringe patterns.

tween the two arms can cause various non-sinusoidal patterns. Furthermore, the field

amplitude of each exposure is an additional free parameter for varying the shape of

interference patterns. If each exposure has different energy (Ii ̸= Ij) with control-

lable phase shift, arbitrary patterns can also be obtained. For instance, Fig. 2.3(b)

illustrates interference patterns recorded on a six-photon absorber for two different

exposure conditions. The dashed curve is the recorded interference pattern for N=6

and M=1. The solid curve shows the pattern for N=6 and M=7. The normalized in-
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Figure 2.4: Chemical structure of PMMA.

tensities for multiple exposures are I1 = 1, I2 = 0.76, I3 = 0.61, I4 = 0.52, I5 = 0.36,

I6 = 0.25, and I7 = 0.1. The phase shifts for multiple shots are D1 = 0, D2 = π/4,

D3 = π/2, D4 = 3π/4, D5 = π, D6 = 5π/4, D7 = 3π/2.

2.3 Optical properties of PMMA

Poly(methyl methacrylate) is a lightweight material with a density of 1.17∼1.20

g/cm3, often called acrylic glass. It also has good impact strength, higher than

both glass and polystyrene. Its molecular formula is (C5O2H8)n, and its chemical

structure is illustrated in Fig. 2.4. PMMA is a transparent plastic transmitting vis-

ible light and infrared light (300 nm - 2800 nm) and reflecting about 4% of incident

light from each of its surfaces on account of its refractive index (1.49 at 587.6 nm

[84]). It has strong absorption in the ultraviolet region near 216 nm and 260 nm as

shown in Fig. 2.5. The absorption peak at 216 nm with FWHM of 26 nm of is caused

by the absorption band of pendent meyhyl ester groups which consists of two bonds

(C-CO and OC-O bonds) [85], and another higher absorption peak (roughly 7 times
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Figure 2.5: The UV absorption spectrum of the PMMA film.

stronger) at 173 nm with FWHM of 14 nm is induced by the absorption band of the

main chain scission (C-CH2 bond) [86]. In addition, weakly absorbed photons (∼100

times less) at around 260 nm results in the degradation of an ester group (O-CH3

bond) [87]. With a strong intensity of light at a wavelength of 800 nm, three- or

four-photon absorption can occur and break one of PMMA’s chemical bonds in Fig.

2.4. The broken bonds can be removed later by developing process.

2.4 Experimental details

The sample film was prepared as follows. PMMA (Molecular weight ∼ 120,000,

Aldrich) was dissolved in toluene (Fisher Scientific) at 20 wt% and was spin-coated

on a glass substrate with a spin speed of 1000 rpm for 20 seconds. The film was dried

on a hotplate for 3 minutes. To fabricate a thicker film, we spin-coated the sample

again on top of the first coat of film and dried it. The absorption spectrum of the
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Figure 2.6: Experimental set-up.

PMMA film was measured to confirm its linear absorption properties. The spectrum

is shown in Fig. 2.5. The PMMA film is transparent throughout the visible region

down to a wavelength of 250 nm. Thus, light at a wavelength of 800 nm will not

experience linear absorption through the PMMA film. A high intensity pulse with

a wavelength of 800 nm, however, will induce three- or four-photon absorption. In

our experiment, we use an 800-nm Ti:sapphire mode-locked laser with regenerative

amplification (120 fs, Spectra-Physics) for the light source.

We interfered beams at an angle of incidence of θ = 70◦, which is close to grazing

angle limit, θ → π/2. Hence, the fundamental period of the fringes is 425 nm. The

experimental set-up is shown in Fig. 2.6, where ‘WP’ indicates a half-wave plate,

‘Pol’ a polarizer, ‘BS’ a 50:50 non-polarizing beam splitter, and ‘M1’, ‘M2’, & ‘M3’

mirrors. To introduce a phase-shift between the two arms, we use a glass plate that
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can be rotated. A second glass plate is used to compensate for the lateral beam

displacement caused by the first plate (PR & C : phase retarder and compensator).

The focal lengths of two lenses (f1 and f2) are both 50 cm. After each exposure, we

observed the diffraction pattern of a green diode laser incident on the exposed area

(Beam of Light Technologies, λ = 532 nm, ∼ 5mW).

After irradiating the sample, we put it in the developer, 1:1 MIBK (MicroChem

Corp.) for 10 seconds and rinsed it in deionized water for 30 sec. After development,

we used an atomic force microscope (AFM) to confirm the fringe pattern recorded

onto the surface of the film.

2.5 Results

In our first experiment, experimental dosimetry was performed to verify the multi-

photon nature of absorption in PMMA. First, the green laser light was illuminated at

normal incidence on a spot of a PMMA film. Then we irradiated the sample at the

same spot interfering two beams of 800-nm re-amplified pulses until a diffracted beam

at 532 nm was observed. The number of pulses exposed on the sample was counted

using a pulse counter. We repeated the measurement for various recording pulse

energies, and the dosage energy was calculated by multiplying the number of exposed

pulses by the pulse energy. Fig. 2.7 shows the average amount of energy needed to

write a grating versus the pulse peak power of the recording beams on a log-log scale.

The uncertainty of the measurement was quantified in terms of standard deviations,
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Figure 2.7: The average dosage energy needed to writing a grating vs. the pulse peak
power of the recording beams.

and these values are expressed as the error bars on the graph. The theoretical lines

for 3-photon absorption (dotted blue) and 4-photon absorption (dashed green) are

added to the experimental data. The solid red line is the best fitted line, and has a

slope of −3.89±0.18. This result suggests that perhaps both three-photon absorption

and four-photon absorption contribute to the writing of a grating.

Next, we irradiated the sample with a single pulse to observe a standard inter-

ference pattern recorded on a multi-photon absorption material. To determine the
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Figure 2.8: AFM images of the fringes recorded on a PMMA film as a result of (a) a
single exposure and (b) a sequence of two exposures.

appropriate pulse energy, we repeated this measurement several times with different

pulse intensities. We found that damage to the surface of the PMMA occurred when

the pulse energy of either light beam exceeded 135 µJ. We also found that pulses

weaker than 80 µJ could not produce a change in surface morphology even after de-

velopment. We therefore used pulse energies in the range of 80 µJ to 135 µJ. The

film’s surface profile after exposure to the single pulse was measured by an atomic
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force microscope and is shown in Fig. 2.8(a). In this case, the pulse energy was 130

µJ. As predicted in Eq. 1.8 using the incident angle of ∼70 degree, the recorded fringe

pattern has a period of 425 nm, which is close to the classical Rayleigh limit of λ/2.

As shown in the figure, the surface profile is sharp and not sinusoidal indicating that

the fringes are due to multi-photon absorption. From the sharpness of the grooves, we

can also conclude that PMMA is an N -photon absorber with N ≥ 3 at a wavelength

of 800 nm.
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Figure 2.9: Cross sections from the AMF images of the fringes recorded on a PMMA
film for (a) three-pulse irradiation in sequence (period = 0.85 µm ∼ λ/6sinθ′, θ′ =
8.9◦) and (b) single-pulse irradiation (period = 2.6 µm ∼ λ/2sinθ′, θ′ = 8.9◦).
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To enhance the resolution of the fringes, we irradiated the sample twice in se-

quence. For the second exposure, the field in one arm is phase-shifted by π with

respect to another arm. After the exposures, we performed the same development

procedure as mentioned above. The surface profile is shown in Fig. 2.8(b). One can

see that the fringe period is nearly 213 nm. This shows that we achieved a resolution

that exceeds the Rayleigh limit (λ/2) at grazing angle by a factor of two.

In addition, we have shown that PMMA is at least a 3-photon absorber. We

repeated the experimental process with three pulses with 80µJ per pulse in sequence,

where the path-length difference between the two arms is adjusted to λ/3 and 2λ/3

for the second and third shots respectively. For experimental simplicity, we reduced

the incident angle to 8.9 degrees, so that the standard interference pattern has a

period of 2.6 µm. The resulting surface modulation is shown in Fig. 2.9. As shown

in Fig. 2.9(b), the fundamental period of the fringes using this incident angle with

single pulse is 2.6 µm, and in Fig. 2.9(a), the period of written grating with three

pulses is about 0.85 µm, indicating a three-fold resolution enhancement. As far as we

know, this is the first experimental demonstration of spatial resolution enhancement

by the phase-shifted grating method using a real lithographic material.

In Chapter of 2.3, the method to generate non-sinusoidal patterns was explained.

Using non-uniform phase shifts between exposures, arbitrary patterns can be recorded

in a multi-photon absorber and theoretical surface profile for non-sinusoidal fringe

patterns are shown in Fig. 2.3. In our experiment, we irradiated a PMMA film
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Figure 2.10: Surface profile of the non-sinusoidal fringes. In this case, we shifted the
phase of the second shot by ∆ = 4π/3.

twice with non-uniform phase shift. A cross-section of the measured surface profile is

shown in Fig. 2.10. The non-sinusoidal pattern was created by use of a π +△ phase

shift for △ = π/3. The smallest distance between any two fringes is 140 nm. Thus,

PMMA should be able to support feature sizes of 140 nm or less. The experimental

result matches the theory very well. This result might be useful in making arbitrary

patterns from sinusoidal patterns[9, 10, 11, 12, 13, 14].

2.6 Summary

In summary, we have studied the phase-shifted grating method, and have demon-

strated sub-Rayleigh lithography using PMMA as a multiphoton lithographic mate-
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rial. PMMA is a UV lithographic material and we verified the multi-photon absorp-

tion nature of PMMA by measuring the average dosage energy needed to writing a

grating versus the pulse peak power of the recording beams. The result of dosimetry

shows that PMMA requires at least 3-photon absorption to break its chemical bonds

at 800 nm. We have experimentally demonstrated the phase-shifted grating method,

showing resolution enhancement by a factor of two and three, which is beyond the

classical Rayleigh limit by means of the phase-shifted-grating method using a classical

light source. In addition, we succeeded to generate arbitrary patterns by irradiating

a PMMA film with non-uniform phase shifts between exposures.



Chapter 3

Quantum super-resolution

3.1 Introduction

The spatial resolution of optical imaging systems has traditionally been considered

to be limited by the Rayleigh resolution criterion. One means of overcoming this

limit [88] is to make use of the photon correlations that exist in certain quantum

states of light. A specific example of such an approach is the quantum lithography

(QL) proposal of Dowling and coworkers [4]. In this approach, a path-entangled

state of N photons (a N00N state) is used to write an interference pattern onto a

recording material that responds by means of multi-photon absorption (MPA), pro-

ducing N -fold-enhanced resolution as compared with a classical fringe pattern. Ex-

perimental procedures for creating N00N states with up to N = 5 photons by means

of spontaneous parametric down conversion have been reported by several groups

53
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[71, 89, 90, 91, 92]. Experimental demonstrations of spatial superresolution through

the QL procedure have, however, been rather limited. In one approach, multiphoton

absorbing lithographic materials are mimicked by using two single-photon detectors

operated in coincidence [93, 94]. In another, poly(methyl-methacrylate) was used as a

MPA lithographic material for recording sub-Rayleigh interference patterns, but only

when excited by intense classical light [83]. To realize true quantum lithography, very

sensitive lithographic materials that can respond by MPA to weak quantum states

of light are required. The use of time-energy-entangled multi-photons can provide

significant enhancement of the MPA transition rate because of the near-zero varia-

tion in birth time [95, 96]. There has been some uncertainty in the trade-off between

resolution enhancement and MPA enhancement [97, 98, 99, 100]. In summary, true

quantum lithography has yet to be realized because of the low MPA efficiency of

available materials.

In the present chapter, a new “optical centroid” method is described for achieving

spatial interferometric superresolution with much higher detection efficiency than that

of quantum lithography [101]. Instead of using detectors that respond MPA with low

efficiency, single-photon measurements followed by post-processing will generate an

interference pattern of optical centroids with resolution enhancement identical to

QL, but with higher efficiency. Furthermore, we proposed an improved variation

of Tsang’s OCM method. The improvement comes about by implementing a form

of photon-number-resolving (PNR) detection. A proof-of-principle demonstration
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of spatial superresolution based on two-photon interference is demonstrated and is

compared with that of the QL method. The interference fringes obtained by the

OCM method are found to show resolution enhancement identical to that of the QL

method, but with higher detection efficiency. To the best of our knowledge, ours

is the first experimental demonstration of spatial resolution enhancement using the

OCM method.

This chapter is organized as follows. The details of the optical centroid measure-

ment method is introduced in Section 3.2, and the theory using quantum mechanics

and combinatorics are described in Section 3.3 and 3.4, respectively. In Section 3.5,

we describe the ways to generate N00N states in our experiment. Section 3.6 presents

experimental details, and experimental results are reported in Section 3.7. The sum-

mary is given in Section 3.8. The work described in this chapter is being prepared

for publication.

3.2 Optical centroid measurement method

Tsang proposed an “optical centroid” method for achieving spatial interferometric su-

perresolution with much higher detection efficiency than that of quantum lithography

[101]. Instead of using detectors that respond by MPA as in quantum lithography, an

array of single-photon detectors followed by postprocessing is used as shown in Fig.

3.1(a). The array is positioned on the detector plane of an interferometer, and N -

photons arrive at N different pixels through either solid path or dashed path. The red
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Figure 3.1: Schematic diagram of the optical centroid measurement method.

pixels represent the detectors fired by single-photon absorption. When the addresses

of the red detectors are determined, the centroid of the positions of those detectors is

computed (the vertical arrow). As shown in Fig. 3.1(b), a histogram of the positions

of optical centroids determined by repeated measurements is then produced. This

histogram shows an interference pattern with a resolution enhancement identical to

that of the QL method by a factor of N . If the pixel size of the detector array is much

smaller than the correlation area of the entangled photons, the probability that the

photons arrive at different pixels is much larger than the probability that they arrive

at same pixel. For this reason, the detection efficiency of the OCM method is much

higher than that of the QL method, which relies on MPA.
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3.3 Quantum mechanical theory of OCM

Quantum mechanics can describe the spatial resolution of the quantum interfer-

ometry. in the detector plane, using the approximation of one-dimension (x) and

monochromatic light [98], the electric field operator is given by

Ê(+)(x) = i

√
η

(2π)2

∫
dq â(q)eiqx, (3.1)

where η = ~/(2ϵ0c2T ) with T being the normalization time scale. Here q and x are

respectively the transverse wavevector and transverse position on the detector plane.

The N00N state in the detector plane is given by

|N00N⟩ =
1√
2N !

{[
Â†
]N

+
[
B̂†
]N}

|0⟩ (3.2)

where Â† and B̂† represent the annihilation operators of photons in arms A and B in

front of the detector plane, respectively. These annihilation operators are given by

Â† ≡ (1/
√
∆κ)

∫
dκ F ∗ [(κA + κ)/∆κ] â†(κ),

B̂† ≡ (1/
√
∆κ)

∫
dκ F ∗ [(κB + κ)/∆κ] â†(κ), (3.3)

where κA and κB are the mean x-component of wavevector in arms A and B, respec-

tively. Assume that B̂† has opposite direction to κA, so κA = −κB = κ0. △κ is the

uncertainty of the transverse wavevector. F (q) is the transverse wavevector profile of
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the photon packet and it is normalized as

∫
dq |F (q)|2 = 1. (3.4)

Note that

[Â, Â†] = [B̂, B̂†] = 1 (3.5)

By setting ∆κ small enough, i.e., κ0 ≫ △κ, we have

∫
dκF

(
κ0 + κ

∆κ

)
F ∗
(
−κ0 + κ

∆κ

)
= 0, (3.6)

so that [Â, B̂†] = 0.

In traditional N -photon coincidence quantum imaging, the spatial resolution mea-

surement is achieved via the coincidence detection

PC(x) =
⟨
: Î(x)N :

⟩
=

⟨[
Ê(−)(x)

]N [
Ê(+)(x)

]N⟩
=

∣∣∣∣⟨0| [Ê(+)(x)
]N

|N00N⟩
∣∣∣∣2

= N !ηN∆κN [f (−∆κx)]2N [1 + cos (2Nκ0x)] , (3.7)

where f(z) is the Fourier transform of F (q). On the other hand, the probability
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distribution of the centroid is

PM(X) =

∫
dξ1 · · · dξN−1

⟨
:

N∏
n=1

Î(X + ξn) :

⟩

=
N !ηN

2(2π)2N∆κN

∫
dξ1 · · · dξN−1∣∣∣∣∣

[
e−iκ0(NX+

∑N
m=1 ξm)

N∏
n=1

∫
dκne

i(κ0+κn)(X+ξn)F ∗
(
κ0 + κn

∆κ

)

+eiκ0(NX+
∑N

m=1 ξm)
N∏

n=1

∫
dκne

i(−κ0+κn)(X+ξn)F ∗
(
−κ0 + κn

∆κ

)]∣∣∣∣∣
2

= N !ηN∆κN

∫
dξ1 · · · dξN−1

N∏
n=1

|f (−∆κ (X + ξn))|2

× [1 + cos (2Nκ0X)] , (3.8)

where the centroid and relative-position coordinates are defined as X =
∑N

n=1 xn/N

and ξn = xn − X with n = 1, · · · , N , respectively. Note that the term
∑N

m=1 ξ⃗m

in the exponential factors sums to zero by its definition. Now PM(X⃗) is a marginal

probability density whereas PC(x⃗) is a conditional probability density. They both

give the same spatial resolution, but PM(X⃗) can be much greater than PC(x⃗).

If we set

F (q) = (1/
√
π) exp

(
−q2/(2q20)

)
, (3.9)

where q0 is some transverse scale parameter, the N-photon, conditional probability
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density for the QL method becomes

PC(x) =
N !ηN∆κN

πN
e(−N∆κ2x2) [1 + cos (2Nκ0 x)] , (3.10)

whereas the probability distribution of the centroid is given by

PM(X) =
N !ηN∆κ√
NπN+1

e(−N∆κ2X2) [1 + cos (2Nκ0X)] , (3.11)

The ratio of probabilities for two cases is

PM(x)δx

PC(x)δxN
=

( √
π

∆κδx

)N−1

, (3.12)

where δx means the pixel size of detector. For typical applications in which the beam

size is much larger than the pixel size of detector, ∆κδx ≪ 1. Therefore, PM(X) can

be much greater than PC(x).

3.4 Combinatorial theory of OCM

To provide an intuitive understanding of the tradeoffs between the QL and OCM

methods, we present an analysis based on the use of combinatorics. We suppose

that the correlation area of the photon field is M times larger than the pixel size on

the detector array and that N entangled photons arrive at random positions on the

detector array within this correlation area. The total number of combinations with



3.4 Combinatorial theory of OCM 61

repetition for N photons falling on M pixels is

Ctotal =
(M +N − 1)!

N !(M − 1)!
. (3.13)

Every such case occurs with equal probability 1/Ctotal because of the assumption of

random positions. Therefore, the more combinations a particular method has, the

more efficient it is. For instance, quantum lithography requires N -photon absorption,

1 2 M. . .

... N1(a)

1 2 M. . .

. . .

(b) 1 2 N

1 2 M. . .

. . .

(c) 1 2 N

Figure 3.2: Schematic diagrams of three different detection cases. Optical centroid
measurement by means of (a) multi-photon absorption, (b) single-photon absorption,
and (c) photon-number-resolving.
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and the number of cases of N photons falling onto the same pixel is

CMPA = M. (3.14)

If all N photons do not fall onto the same detector this event will be lost, leading

to decreased detection efficiency. In the OCM method, however, a single-photon

detector array is used, and the number of combinations of detecting N photons by N

different pixels among the M pixels is

CSPA =
M !

N !(M −N)!
. (3.15)

For small pixel size or large correlation area (M ≫ N), the OCM method will be

much more efficient than the QL method (Ctotal ∼ CSPA ≫ CMPA) as Tsang predicted.

In the laboratory, however, practical concerns may preclude the pixel area from

being much smaller than the correlation area. Moreover, most currently available

high-sensitivity detectors are not photon-number resolving (PNR), that is, they can-

not distinguish between one and several photons falling onto the detector. If more

than one photon arrives at a given pixel, the single-photon detector will count this as

a single event, and fewer than N detectors will register. Then the OCM protocol will

discard this event, leading to decreased measurement efficiency. This loss of efficiency

becomes increasingly more significant for large photon numbers N or small values of

M .
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Loss of efficiency due to multi-arrivals at one pixel can be eliminated by using a

photon-number-resolving detector array. Recently, PNR detectors based on super-

conductive nanowire technology with high quantum efficiency have been developed

[102]. The PNR detector array will measure the addresses of pixels that fire as well as

the number of photons at these pixels. An accurate optical centroid of the detection

process can thereby be computed. The OCM method with a PNR detector array

has the number of combinations with repetition for N photons falling onto the array

given by

CPNR =
(M +N − 1)!

N !(M − 1)!
. (3.16)

This result indicates that the PNR detector array can use all of the cases of

N photons arriving at the detector. The PNR detector array will work like a MPA

detector array for M ∼ 1 and will be almost equal to the single-photon OCM detector

for M ≫ N .

3.5 Experimental details

We have performed experimental studies of superresolution for two-photon interfer-

ence (that is, N = 2) for both the QL and OCM methods. The experimental setups

are the same for both cases except for the detection method, as shown in Fig. 3.3.

A UV light beam at 400-nm wavelength is generated by second-harmonic generation

of 100-fs pulses at 800-nm wavelength at repetition rate of 82 MHz and is split into
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two beams by a beam splitter (BS1). A 1.5-mm-thick BBO crystal is placed in each

(mutually coherent) UV beam, and spontaneous parametric down conversion occurs

randomly in each crystal under type 1 collinear phase matching conditions. After

blocking the pump beams using interference filters (IF), the photon number state |Φ⟩

in mode a and b is given by

|Ψ⟩ = |0⟩a|0⟩b + γ(|2⟩a|0⟩b + |0⟩a|2⟩b)/
√
2 + . . . , (3.17)

where γ is the probability of creating a photon pair by parametric down-conversion.

At low pump power, γ is much smaller than unity and we can thus ignore multi-

pair generation proportional to higher powers of γ. The generated light is then well

approximated as a two-photon N00N state. This procedure for generating the 2002

state is convenient because it avoids the need for a maintaining the sensitive alignment

of a Hong-Ou-Mandel setup [71]. Moreover, strong photon flux can be obtained by

using long crystals or periodically poled crystals [103]. The dashed lines indicate the

downconverted photon-pair fluxes. We use a second beam splitter (BS2) to combine

these two beams with a small angle (θ ∼ 0.033◦) between them. To increase the

collection efficiency, two spherical lenses with 10-cm focal length are located after

each IF, and each spherical lens is defocused by 0.5 mm to make the correlation

area larger than the pixel size. The measured correlation area has a diameter of

approximately 0.5 mm.

The dashed box represents the detection system used to measure the two-photon
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Figure 3.3: (a) Experimental setup for producing two-photon interference. (b) The
detection system for the QL process. (c) Detection system for the OCM procedure,
as described in the text. In each case, a cylindrical lens (CL) is positioned in front
of the detection systems to increase collection efficiency and the coincidence window
time was 7 ns. APD = avalanche photodiode.
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interference pattern. The two detection systems were prepared using multimode fibers

(MMFs) whose core and cladding sizes are 62.5 µm and 125 µm, respectively. For the

QL case (see Fig. 3.3(b)), a single MMF acting as a collector was scanned in discrete

steps of 50 µm across the detection region using a motorized translation stage. The

output of this fiber was split into two additional MMFs whose outputs were monitored

by two single-photon detectors operating in coincidence [94]. The coincidence circuit

counts how many photon pairs arrive simultaneously at the position of the input fiber,

thus emulating a two-photon detector.

The OCM detection system was constructed as follows. According to the OCM

proposal, the detection system should consist of a linear array of detectors each of

which can respond with high sensitivity to individual incident photons. Detector

arrays of this sort are not readily available. Instead, we simulated such a detection

system by using two MMFs of variable separation serving as detectors, as shown

in Fig. 3.3(c). For a given fixed separation, this fiber pair is scanned through the

detection region while coincidence counts are recorded. The coincidence circuit counts

how many photons arrive simultaneously at the two spatially separated inputs. The

centroid position is located at the mean position of the two fibers. This procedure

is then repeated sequentially for other fiber-to-fiber separations of 125, 250, 375,

500, and 625 µm. The coincidence count rates at a given centroid position are then

summed for all fiber separations. In this manner we collect the same data that would

have been collected (although more rapidly) by a multielement detector array. To
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simulate a PNR detector array, we include the case of a single collection fiber coupled

to two single-photon detectors (Fig. 3.3(b)) to the cases of two collection fibers of

variable separation (Fig. 3.3(c)). The coincidence circuit counts how many photons

arrive at two spatially separated inputs simultaneously, and it is different from the

QL detector due to non-overlapping positions of photons.

3.6 Results

Our experimental results are shown in Fig. 3.4. In part (a) of the figure, we show the

form of the classical, single-photon interference fringes. These results were obtained

using strongly attenuated laser light of 800-nm wavelength, and serve as a reference.

Under our experimental conditions, the period of these classical interference fringes

was 0.69 mm. Next, two-photon interference fringes were recorded using the QL

detector of Fig. 3.3(b). Both singles counts and coincidence counts are shown in Fig.

3.4(b). The singles counts show a Gaussian profile, whereas the coincidence counts

exhibit an interference pattern with a decreased period of about 0.34 mm. Therefore,

the QL method shows a factor-of-two increase in spatial resolution as predicted [4]

and observed previously in references [93] and [94].

Next, we repeated the measurement of the two-photon spatial interference pattern

using our OCM detection system. The single- and two-photon count rates for MMFs

separated by 125 µm are shown in Fig. 3.4(c). Because of the fiber separation,

the single-photon data have different peak positions separated from each other by
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Figure 3.4: (a) Single-photon count rate using strongly attenuated coherent state
beam at 800-nm wavelength vs the scanning position x. Single-photon (marked +
and ×) and two-photon count rates in the 2002 state detected by (b) the two-photon
QL detector, (c) two parallel MMFs with two detectors for a fiber separation of 125
µm, and (d) the two-photon OCM system with PNR detectors. The vertical arrows
point the positions of the maximum single-photon count rates. The fitted curves are
added to the experimental data. The integration time was 10 seconds.
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Figure 3.5: Two-photon count rates in the 2002 state detected by two parallel MMFs
with two detectors for various fiber separation (0, 125, 250, 375, 500, and 625 µm),
where the 0-µm fiber separation indicates the QL system.
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approximately 125 µm. The period of the two-photon fringes is approximately 0.34

mm, the same as the QL result, demonstrating enhanced resolution by the OCM

method. The fitted curve for the two-photon coincidence counts is a sinusoidal pattern

weighted by a Gaussian function. Measurements of the sort shown in Fig. 3.4(c) were

repeated for the other fiber separations as shown in Fig. 3.5. We then add all of these

traces together to give the results shown in Fig. 3.4(d). Under our experimental

conditions, the two-photon interference fringes obtained by the OCM method has

about a six-times larger fringe amplitude than the QL result. This enhancement

factor depends on the value of the parameter M . Specifically, the OCM method

increases the efficiency compared to the QL method as we use a detector array of

smaller pixel size or enlarge the correlation area.

The OCM method is expected to scale well to higher values of N and thus provide

still greater spatial resolution. However, the implementation studied here based on the

use of N detectors of variable separation provides a highly inefficient means of scaling

to higher N , because of the large number of detector configurations that must be

used. With incomplete OCM detection systems, the single-photon detection efficiency

decreases proportionally to the ratio of the detector size to the beam size inducing

an addition loss to the system. Any loss makes worse N -photon detection efficiency

because of its Nth power dependence on the single-photon detection efficiency.

Instead of observing ‘spatial’ interference fringe patterns, we measured ‘phase’

four-photon interference patterns to test our system for four-photon interferometry
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Figure 3.6: Schematic diagram of the detection system for four-photon interference
using spatially separated MMFs.

and to prove that multi-photon effects can be measured by using spatially separated

detectors like the OCM detectors not by using multi-photon absorbing detectors.

Under our experimental conditions, the four-photon number state |Ψ4⟩ in mode A

and B can be given as

|Ψ4⟩ =
1√
4
(|4⟩A|0⟩B + |0⟩A|4⟩B) +

1√
2
|2⟩A|2⟩B), (3.18)

but there exists the unwanted |22⟩AB term. Quantum interference cancels the con-

tribution from this |22⟩ab state to one and three photons in modes C and D via

post-selection [94]. As shown in Fig. 3.6, spatially separated four-photon detector

consists of one MMF and three MMFs with four APDs at the upper and lower outputs
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of the second beam splitter, respectively. We reduced the beam size at the detection

plane covering barely our detector area (3 MMFs) to increase 4-photon detection

efficiency, and the interference pattern was recorded while varying the phase of one

arm with zero incidence angle (θ ∼ 0) as shown in Fig. 3.6. Two-photon interference

fringes are plotted in Fig. 3.7(a) versus phase variation in arbitrary units. The odd

number of reflection from BS2 induces π phase shift to the two-photon interference

fringe by detector A and C compared to that by detector B and C. The four-photon

interference fringe is shown in Fig. 3.7(b) showing two-fold enhancement of resolu-

tion compared to the resolution of the two-photon interference fringes. This result
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Figure 3.7: (a) Two-photon coincidence counts (CAC and CBC, marked � and ♢),
and (b) four-photon coincidence counts (marked △) of a phase interference vs phase
variation in arbitrary units. The fitted curves are added to the experimental data.
The integration time was 500 seconds.
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indicates that four-photon effects can be measured by spatially separated detectors

showing resolution enhancement by a factor 4.

Nonetheless, the results presented here provide a proof-of-principle demonstration

that the OCM method for N = 2 can provide superresolution with a two-fold en-

hancement over the classical resolution limit. We have also shown that the OCM

method provides the same degree of resolution enhancement as the QL method but

with higher efficiency. We feel that when large arrays of single-photon detectors be-

come available the OCM method will be a powerful means of providing still greater

enhancement in resolution.

3.7 Summary

Quantum lithography (QL) has been suggested as a means of achieving enhanced

spatial resolution for optical imaging, but its realization has been held back by the

low multi-photon detection rates of recording materials. Recently, an optical centroid

measurement (OCM) procedure was proposed as a way to obtain spatial resolution

enhancement identical to that of QL but with higher detection efficiency [101]. In this

chapter, we studied the OCM method using quantum mechanics and combinatorics.

We report a laboratory demonstration of the OCM method based on two-photon

interference monitored by single-photon detectors. We compare these results with

those of the standard QL method based on multi-photon detection and show that the

new method leads to superresolution but with higher detection efficiency. This is the
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first proof-of-principle experiment of the OCM method showing two-fold resolution

enhancement of quantum interference patterns with higher efficiency than the tradi-

tional QL method. We believe this method can be used for higher photon-number

cases with much larger detection efficiency than the QL method and allow us to

become one step closer to the realization of quantum imaging with super-resolution.



Chapter 4

Fast-Light Pulse-Distortion

Management

4.1 Introduction

The use of controllable slow- and fast-light pulse propagation through material sys-

tems has been of recent interest to the telecommunications and information pro-

cessing communities [46, 47]. Since distortion can compromise the information con-

tent of a stream of pulses, distortion reduction mechanisms are particularly impor-

tant. Recently, several methods for reducing pulse distortion in slow- and fast-light

propagation have been reported for applications in telecommunication and informa-

tion processing. Song et al. [48] reported that pulse advancement caused by the

large anomalous dispersion appearing between two separated stimulated-Brillouin-

75
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scattering (SBS) gain peaks induced less distortion than that of a slightly detuned

single gain peak. Stenner et al. [49] achieved reduced distortion in a slow light sys-

tem by using an overlapping SBS gain doublet, which decreased distortion by a factor

of 2 compared with a single gain line. Khurgin et al. [50] suggested that the per-

formance of tunable buffers can be improved by using gain flattening. In addition,

Minardo et al. [51] applied distortion-management techniques using three equally

spaced Lorentzian SBS gain lines. Recently, Shi et al. [52, 53] improved this tech-

nique for random pulse trains by optimizing the spacings and relative strengths of

the SBS gain lines, and Pant et al. [54] designed optimal gain profiles for broadband

SBS slow-light system. Schneider et al. [55] showed zero-broadening in SBS based

slow light system. Furthermore, Camacho et al. [56] achieved large group delay with

low distortion for a pulse tuned between two widely spaced absorption resonances in

a rubidium vapor.

In the present chapter, the pulse-on-background (POB) method is studied for

minimizing pulse distortion induced by the fast-light propagation through an erbium

doped fiber amplifier (EDFA). When a pulse superposed on a continuous-wave back-

ground propagates through an erbium-doped fiber amplifier with a negative group

velocity, either pulse broadening or pulse compression can be observed. These ef-

fects can be explained in terms of two competing mechanisms: gain recovery and

pulse spectrum broadening. The distortion of the pulse shape caused by these effects

depends on input pulse width as well as pulse power, pump power, and background-
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to-pulse power ratio. With the proper choice of these parameters, distortion can be

minimized while maintaining significant pulse advancement. Furthermore, we show

that comparable distortion reduction can be obtained through use of a mutually in-

coherent background field such as from a separate laser, a procedure that could be

much more readily implemented under many circumstances.

This chapter is organized as follows. In Section 4.2 and 4.3, the mechanisms of

pulse broadening and pulse compression in an erbium doped fiber amplifier are intro-

duced. Five-level-system rate equations for erbium ions are described in Section 4.4

for the purpose of numerical calculation of pulse propagation through the EDFA. Sec-

tions 4.5 present experimental details. In Section 4.6, we report experimental results

of pulse-distortion management using the pulse-on-background method for various

experimental conditions. Section 4.7 shows an experimental result of distortion re-

duction by means of using a mutually incoherent background field. The summary is

given in Section 4.8. The work described in this chapter has been published in Optics

Express [104] and Optics Communications [105].

4.2 Mechanism of pulse broadening

Recently, we observed pulse compression [78] as well as pulse broadening [40] in an

erbium-doped fiber amplifier (EDFA) by about 10% of the pulse width in each case.

In both cases, the amplifier was operated in the fast-light regime with fast-light prop-

agation occurring as a consequence of coherent population oscillations (CPO). The
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intent of the present and next sections is to investigate the mechanisms responsible

for the pulse broadening and compression.

Pulse broadening can be understood in the time domain. Fast light by CPO occurs

in the nonlinear regime, i.e., when the signal power is comparable to or greater than

the saturation power of medium. Pulse broadening is caused by time dependent

saturation of the amplifier gain when the input pulsewidth is comparable to the

carrier lifetime. The process can be explained as follows: Without any background,

the amplifier gain is quickly depleted by the leading edge of a pulse. If the pulsewidth

of the input pulse is long enough, a strong applied pump field can re-excite the medium

and the saturated gain has time to recover during the pulse. This “gain recovery”

occurs over a characteristic time that depends on both the lifetime of the metastable

state and the applied pump intensity. A partial gain recovery affects both the shape
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Figure 4.1: Input and output pulse waveforms without a background field vs. time.
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and the spectrum of output pulses. If the input pulse duration is comparable to or

longer than the gain recovery time, the trailing edge of the pulse may experience

this recovered gain, broadening the pulse [106]. Fig. 4.1 shows an instance of pulse

broadening. The solid and dashed curves are respectively the output and input pulse

waveforms versus time. The peak of the output pulse is shifted forward, indicating

fast-light pulse propagation. The leading edge of the output pulse is not altered

significantly, but the trailing part of the output pulse becomes thicker than that of

the input pulse, broadening the pulse due to the gain recovery effect. In the next

section, we will explain the pulse compression mechanism.

4.3 Mechanism of pulse compression

Pulse compression can be explained in the frequency domain as spectral broadening;

the broadened pulse spectrum results in a temporally narrower pulse. When a pulse

is superposed on a continuous wave background that is larger than the saturation

intensity of an EDFA (Isat ∼ 3 kW/cm2 at 1550 nm), CPO creates a narrow hole in

the EDFA gain profile as shown in Fig. 4.2(a), producing anomalous dispersion. In

this case, the EDFA becomes a linear material. In Fig. 4.2(a), the solid blue curve

is the gain spectrum near the central frequency versus frequency and the dashed red

curve is the normalized pulse spectrum. The sharp peak on top of the pulse at the

central frequency ω0 is the CW background field. In this case, the wings of the pulse

spectrum experience a larger gain than the central frequency components, broadening
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the output pulse spectrum (the solid black curve) as shown in Fig. 4.2(b). An instance

of pulse compression is illustrated in Fig. 4.2(c). The solid and dashed curves are

respectively the output and input pulse waveforms versus time. The output pulse is

shifted forward in time, and the pulsewidth is compressed. The leading edge of the

output pulse is not altered significantly, but a large dip is located on the trailing part

of the pulse. Cao et al. explained this pulse compression with the negative second
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Figure 4.2: (a) Gain hole spectrum induced by coherent population oscillations and
the input pulse spectrum. (b) Input and output pulse spectrums. (c) Input and
output waveforms.
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derivative of the absorption coefficient and derived the pulse compression and the

advancement factors [107]. This mechanism, which we refer to as “pulse spectrum

broadening,” competes with gain recovery. By controlling these two mechanisms, we

can regulate the amount of broadening or compression experienced by a pulse during

propagation through an amplifier.

4.4 Rate equations for erbium ions

To model our experimental observations, we perform computer simulations of pulse

propagation through the EDFA by numerically solving the 5-level-system rate equa-

tions for erbium ions including amplified spontaneous emission (ASE) [108, 109].

Pump and signal absorption processes are considered as shown in Fig. 4.3. Er3+

ions in the ground state (1) transit to an excited state (3) by absorbing a 980-nm

pump photon. From the excited state, the ions decay to the metastable state (2)

with a short lifetime (7 µs) or are re-excited to a higher energy level by excited state

absorption (ESA). The metastable state has a relatively long lifetime of about 10 ms,

and erbium ions can transit between the metastable state and the ground state by

absorbing or emitting 1550-nm signal photons. We also consider pump ESA from the

metastable state and the very fast and non-radiative decay from higher energy levels.

The rate equations of erbium ions in an EDFA are
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dN1
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∑
i

[
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e(νi)
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]
PS,ASE(νi)

+

[
N3σ

e(νP )
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a(νP )
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, (4.1)

dN2

dt
=
∑
i

[
N1σ

a(νi)

hνiAS

− N2σ
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]
PS,ASE(νi)−
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+
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dN3

dt
=
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a(νP )

hνPAP

− N3σ
e(νP )

hνPAP

]
PP +

N3

τ32
, (4.3)
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where:

N1,2,3 ≡ average number of Er3+ ions in the ground, metastable, and excited

states, respectively,

AS,P ≡ effective signal and pump mode areas, respectively,

σa,e(νi) ≡ absorption and emission cross-section at a frequency of νi,

1/τ21,32 ≡ decay rates of the metastable state and the excited state, respectively,

PP,S ≡ pump and signal power at 980 nm and 1550 nm, respectively, and

PASE(νi) ≡ ASE power at a frequency of νi.

In the simulations, the mode area of the ASE is approximately equal to that of the

signal field. All mode areas are assumed independent of longitudinal position, even

though this is not strictly true. The longitudinal dependence of the ASE, signal, and

pump power levels is included by stepping the waves along the fiber in small steps

and computing the inversion and gain coefficient at each step [108]. Equations for

the development of the signal, pump, and ASE fields are given by
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dPS(z, νS)

dz
=

AC

AS

[N2(z)σ
e(νS)−N1(z)σ

a(νS)]PS(z, νS), (4.4)

dPP (z, νP )

dz
= −AC

AP

[N1(z)σ
a(νP )−N3(z)σ

e(νP )]PP (z, νP )

−AC

AP

{[N3(z) +N2(z)]σ
a
ESA(νP )}PP (z, νP ) (4.5)

dP±
ASE(z, νi)

dz
= ±AC

AS

[N2(z)σ
e(νi)−N1(z)σ

a(νi)]P
±
ASE(z, νi)

±AC

AS

N2(z)σ
e(νi)2hνi

(
∆νi
n

)
(4.6)

where:

AC ≡ fiber core area,

σa
ESA(νP ) ≡ absorption cross-section at pump frequency,

P±
ASE(z, νi) ≡ ASE field at a position z and a frequency of νi, where + and −

indicate forward and backward propagation, respectively,

∆νi ≡ spectral width of ASE signal at νi, and

n ≡ refractive index of the fiber.

The last term in Eq. 4.6 is the spontaneous emission power at a given point in the

fiber, referred to as an equivalent noise power. The spontaneous emission rate into

a given mode is the same as the stimulated emission rate into that mode with one

photon already present in the mode [110]. The total ASE power at a point z along



4.4 Rate equations for erbium ions 85

Table 4.1: Coefficients used in the numerical calculations.

Er3+ concentration, Ntotal 3.4 × 1024 m−3

Fiber core area, AC 7.35 × 10−12 m2

Effective pump mode area, AP 9.62 × 10−12 m2

Effective signal mode area, AS 2.73 × 10−11 m2

Excited state lifetime, τ32 7 × 10−6 s

Metastable state lifetime, τ21 10.5 × 10−3 s

Erbium doped fiber length, L 9.4 m

Signal emission cross-section, σe(νS) 2.97 × 10−25 m2

Signal absorption cross-section, σa(νS) 2.13 × 10−25 m2

ESA absorption cross-section, σa
ESA(νP ) 2.5 × 10−26 m2

ASE absorption cross-section, σa
ASE(νi)

1425 nm 4.10 × 10−26 m2

1475 nm 1.34 × 10−25 m2

1512.5 nm 2.44 × 10−25 m2

1537.5 nm 3.05 × 10−25 m2

1565 nm 1.1 × 10−25 m2

1615 nm 1.43 × 10−26 m2

ASE emission cross-section, σe
ASE(νi)

1425 nm 7.94 × 10−27 m2

1475 nm 4.02 × 10−26 m2

1512.5 nm 1.6 × 10−25 m2

1537.5 nm 3.19 × 10−25 m2

1565 nm 1.95 × 10−25 m2

1615 nm 3.63 × 10−26 m2

ASE linewidth, ∆σASE(νi)
1425 nm 7.39 × 1012 m2

1475 nm 6.89 × 1012 m2

1512.5 nm 3.28 × 1012 m2

1537.5 nm 3.17 × 1012 m2

1565 nm 3.67 × 1012 m2

1615 nm 8.05 × 1012 m2
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the fiber is the sum of the ASE power from the previous sections of the fiber and the

added local spontaneous emission power. The values of some coefficients used in the

simulations are listed in Table 4.1.

4.5 Experimental details

To examine the advancement and distortion effects of the pulse-on-background method,

we have performed experiments for various conditions using the setup illustrated in

Fig. 4.4. We use a 980-nm diode laser as the pump source, and the dashed box in Fig.

4.4 represents two types of signal source systems prepared for the cases of mutually

coherent and incoherent background fields. Two percent of the signal beam intensity

is split off for use as a reference, while the rest is sent into an erbium doped fiber

(EDF). The pump beam at 980 nm and the signal beam at 1550 nm are combined

in a wavelength division multiplexer (WDM) and co-propagate through the EDF.

The output pulse is measured after filtering out the pump using another WDM. In

the following two sections, we show experimental results of the pulse-on-background

method for various conditions.

In Fig. 4.4(a), a tunable diode laser operates at a wavelength of 1550 nm and the

laser light is sent through an electro-optic modulator (EOM). When an electric field

applied to the crystal in the EOM is changed, the Pockels effect alters the polarization

of the laser light exiting the EOM [111], and the polarizer after the EOM turns

the polarization modulation into an amplitude modulation. The applied voltage is



4.5 Experimental details 87

980 nm laser

splitter

WDM

EDF

980 nm

1550 nm

WDM

D1

D2

Signal
source

Function 
generator

1550 nm 
laser

EOM

Polarizer

Ppulse

Pbg

(a)

Function 
generator

1550 nm 
laser

EOM

Polarizer

Ppulse

(b)

1547 nm 
laser

1x2 couplerISO ISO

ISO

Figure 4.4: Experimental setup and signal source systems for (a) mutually coherent
background and (b) mutually incoherent background fields.
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driven by a function generator to generate a Gaussian pulse on a variable-intensity

background. Ppulse and Pbg represent the power of the pulse and the background.

Then the signal beam is sent through an isolator and coupled into a fiber. In this

signal source system, the pulse and the background are mutually coherent. Fig.

4.4(b) shows the signal source system whose pulse and background are mutually

incoherent. The voltage applied to the EOM is controlled to generate a pulse on no

background, and another diode laser operating at 1547 nm is used as the source of

the CW background. The pulse and the background are combined at a 1 × 2 fiber

coupler and sent to the splitter.

4.6 Results for coherent background

To characterize pulse-width distortion, which includes pulse broadening and compres-

sion, we define the pulse-width ratio as the ratio of the full width at half maximum

(FWHM) of the output pulse to the input pulse FWHM (τout/τin). Another important

parameter is the background-to-pulse power ratio (Pbg/Ppulse). In Fig. 4.5(a), we plot

the pulse-width ratio against the background-to-pulse power ratio for various input

pulse widths. The horizontal line at the pulse-width ratio of 1 represents no pulse-

width distortion. The pump power Ppump and pulse power Ppulse are 35 mW and 55

µW, respectively, and the average inversion level (N2 −N1)/N2 = 0.9, where N2 and

N1 are the number density of erbium ions in the EDFA in the metastable and ground

states, respectively. Under our experimental conditions, pulse-width ratios between
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0.84 and 1.43 were observed for different pulse widths and background-to-pulse power

ratios. The experimental results are well described by the numerical model. Further,

fractional advancement, the ratio of pulse advancement to input pulse FWHM, was

found to be independent of the power ratio as shown in Fig. 4.5(b). Therefore we

conclude that the power ratio can be used as a free parameter to minimize the pulse
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Figure 4.5: (a) Experimentally measured (symbols) and theoretically predicted (lines)
pulse-width ratio vs. background-to-pulse power ratio for different pulse widths.
(b) Experimentally measured fractional advancement vs. background-to-pulse power
ratio, with best-fit horizontal lines showing average advancement.
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distortion without changing the fractional advancement. The output pulse width is

equal to the input pulse width when the background-to-pulse power ratio is about

0.3, 0.8, and 2.4 for pulse widths of 2 ms, 5 ms, and 10 ms, respectively.

In addition, the time traces of the input (dashed curve) and output (solid curve)

pulse for 2-ms pulse width are shown in insets (1), (2), and (3) of Fig. 4.5 at power

ratios of 0, 0.8 and 2.5, respectively. Pulse broadening due to the gain recovery

effect occurs at low background-to-pulse power ratio as shown in inset (1), while

inset (3) illustrates that a higher background-to-pulse power ratio is associated with

a smaller gain recovery effect and larger pulse spectrum broadening, resulting in a

tendency towards pulse compression. Furthermore, the broadening effect for a 2-ms

pulse width is weaker than that for longer pulse widths, since the pulse tail exits the

material too quickly to experience the recovered gain. Note that the input and output

pulse widths are equal for a background-to-pulse power ratio of 0.3 as shown in inset

(2), which indicates that the pulse-width distortion is eliminated by controlling the

power ratio.

Even though the pulse-width distortion is removed, the trailing edge of the pulse

in inset (2) of Fig. 4.5 experiences additional pulse-shape distortion. The degree of

this distortion can be characterized by the quantity [77]

D =

(∫ +∞
−∞ ||E ′(t+∆t)|2 − |E(t)|2|dt∫ +∞

−∞ |E ′(t+∆t)|2

) 1
2

−

(∫ +∞
−∞ ||E(t+ δt)|2 − |E(t)|2|dt∫ +∞

−∞ |E(t+ δt)|2

) 1
2

(4.7)
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where E ′(t) and E(t) are the normalized output and input field envelopes, respec-

tively, ∆t is the time advancement of the pulse, and δt is the temporal resolution

of our detection system. The first term represents the distortion caused by pulse

reshaping, and the second term is a measure of noise. Noise was eliminated from the

pulse-shape distortion by subtracting the reference power from the same reference

power which is shifted in time by the temporal resolution of our detection system δt.

Figure 4.6 shows a distinct pattern in both the experimental and numerical data.

At low power ratios, the primary source of distortion is pulse broadening associated

with gain recovery, leading to the behavior shown in inset (1) of Fig. 4.5. However,

once the power ratio becomes higher than the minimum distortion point, pulse com-
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Figure 4.6: Experimentally measured (symbols) and theoretically predicted (lines)
pulse-shape distortion vs. background-to-pulse power ratio for different pulse widths.
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pression becomes the dominant contribution to the distortion, leading to the behavior

shown in inset (3) of Fig. 4.5. To emphasize the possibility of reducing pulse-shape

distortion, time traces of the input and output pulse for 10-ms pulse widths at power

ratios of 0 and 1.2 are shown in insets (1) and (2) of Fig. 4.6. Note that the 10-ms

output pulse at zero power ratio shows a stronger pulse broadening effect than that

of the 2-ms pulse in inset (1) of Fig. 4.5. In addition, the input and output pulse

shapes at a power ratio of 1.2, which is approximately the minimum distortion point,

show pulse advancement with little distortion. Thus, proper selection of the power

ratio for a particular pulse width can reduce pulse distortion.

Furthermore, we investigated the dependence of pulse distortion on pump power

because the process of gain recovery depends on the pump power. The pulse power
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Figure 4.7: Experimentally measured (symbols) and theoretically predicted (lines)
pulse distortion vs. background-to-pulse power ratio for different pump powers.
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and the pulse width were held fixed at 80 µW and 10 ms, respectively, while the av-

erage inversion level was about 0.86, 0.79, and 0.54 for the pump powers of 10.2 mW,

17.5 mW, and 24.7 mW, respectively. These results are shown in Fig. 4.7. The

gain recovery becomes stronger if the pump power increases, and it compensates for

the pulse spectrum broadening at the higher background-to-pulse power ratios. The

fractional advancement of a Gaussian pulse of 10-ms pulse width is largest when the

pump power is 17.5 mW, agreeing very well with reference [40], and has no significant

dependence on the power ratio.

Next, we investigate the pulse-power dependence of the fractional advancement

and pulse-shape distortion using a Gaussian pulse of 10-ms duration on no background
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Figure 4.8: Experimentally measured pulse-shape distortion (left axis) and fractional
advancement (right axis) versus pulse power, with no background. The curves are
guides for the eye.
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to choose the optimum pulse power. In Fig. 4.8, we plot the pulse-shape distortion

and the fractional advancement against the pulse power. As the pulse power increases,

the pulse-shape distortion also increases but saturates around a pulse power of 0.3

mW. The fractional advancement has its maximum value at the 0.37-mW pulse power

and then decreases slowly. In inset (1) of Fig. 4.8, at low pulse power (0.01 mW), the

pulse is shifted and broadened by the gain-recovery effect. At high pulse power (0.9

mW) as shown in inset (2) of Fig. 4.8, the output pulse becomes substantially broad-

ened because the pulse peak is amplified much less than the leading edge of the pulse

due to the saturated gain. Therefore, under our experimental conditions, the pulse

of 0.37-mW pulse power is expected to have the maximum fractional advancement if

we add a background of appropriate power.

Finally, we investigate the pulse-power dependence of the pulse-on-background

method, performing experiments and computer simulations using the methods de-

scribed previously. Using a single laser modulated by an EOM, we generate Gaussian

pulses of 10-ms duration with various pulse and background powers. In Fig. 4.6 and

4.7, we sent a pulse of power of 55 − 80 µ W through an EDFA and showed that

fractional advancement is independent of the background-to-pulse power ratio. More

careful investigation, however, has been performed and shows that pulse advance-

ment depends on pulse power as shown in Fig. 4.9(a). With increasing power ratio,

pulse advancement increases for a pulse power of 50 µW, is maintained for a power of

100 µW (similar to the power used in our previous results), and decreases for pulse
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Figure 4.9: (a) Experimentally measured (symbols) and theoretically predicted
(curves) fractional advancement versus background-to-pulse power ratio for different
pulse powers. (b) Experimentally measured (symbols) and theoretically predicted
(curves) pulse-shape distortion versus background-to-pulse power ratio.

powers of 200 µW and higher. As shown in Fig. 4.9, experiment and theory match

well except the case for pulse power of 400 µW which is very high power in our sys-

tem. According to reference [80], as the background power increases, the spectral hole

induced by CPO becomes deeper at low background power, maintains its line shape

at middle power, and becomes broad and shallow at high power. Therefore, the group
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index related to the line shape of the spectral hole increases at low background power,

is conserved at middle power, and decreases at high power. On the other hand, the

pulse-shape distortion against the background-to-pulse power ratio does not depend

on the pulse power except at low power ratios as shown in Fig. 4.9(b). The pulse

broadening and compression associated with gain recovery and pulse spectrum broad-

ening are shown in inset (1) and (3) of Fig. 4.9(b), respectively. Under our present

experimental conditions, the pulse-shape distortion has the minimum value of ∼0.2

at power ratio of 1 as shown in inset (2) of Fig. 4.9(b). Finally, we could reduce

the pulse-shape distortion from 0.56 to 0.21 (56%) while the fractional advancement

maintains its values at about 0.16 (3%) for pulse power of 100 µW.

4.7 Results using mutually incoherent background

In the previous section, we observed that the pulse distortion and advancement de-

pend on the pump power, background-to-pulse power ratio, and pulse width as well as

pulse power through an erbium-doped fiber amplifier. In this section, we implement

the POB method using separate, mutually incoherent lasers to generate the pulse and

background field.

In many systems, it is more convenient to use a separate laser for generating

the background field than to use a single laser with an EOM, and in this case the

background field and pulse are generally incoherent with each other. When the signals

are, for instance, return-to-zero pulses, adding the background field from another laser
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is more convenient than modifying the signals with a modulator. If we assume that

the dipole dephasing time τ32 of the material system is much smaller than the ground

state recovery time τ21 and the inverse of the detuning frequency (or modulation

frequency) ∆ [81], the CPO effect is sensitive only to intensity modulation of the

incident laser power. In this case, a background field incoherent to the pulse should

have the same properties as a coherent background field in the POB method. To

prove this, we performed experiments using the methods described in Section 4.5

with signal system (b) in Fig. 4.4. A Gaussian pulse of 10-ms duration and 60-µW

pulse power on no background at a wavelength of 1550 nm is generated using an EOM

and a polarizer, another CW laser is used for background power at 1547 nm, they are

combined at an 1×2 fiber coupler, and they co-propagate. The pump power Ppump

was fixed at 17.5 mW, inducing an average inversion level of (N2 −N1)/N2 = 0.79.

In Fig. 4.10, we plot the pulse-shape distortion and the fractional advancement

against the background-to-pulse power ratio Pbg/Ppulse for coherent and incoherent

background fields. As shown in Fig. 4.10, at low (and high) power ratios, the gain

recovery (and pulse spectrum broadening) effect induces the pulse-shape distortion,

having a minimum value at a power ratio of about 1. Note that the the POB method

operates identically within experimental error in both background cases. Therefore,

the POB method provides one more degree of freedom for reducing pulse distortion

in fast-light propagation through an erbium-doped fiber amplifier.
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4.8 Summary

In conclusion, we studied pulse propagation in an erbium doped fiber amplifier with

a negative group velocity produced by coherent population oscillations, and we sug-

gested a new method to reduce pulse-shape distortion induced by anomalous disper-

sion. When a pulse superposed on a CW background propagates through an EDFA,

either pulse broadening or pulse compression can be observed. These results can

be interpreted by examining the competing mechanisms of gain recovery and pulse

spectrum broadening.

Numerical calculation of the 5-level-system rate equations for erbium ions was
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performed to model pulse propagation in an EDFA, and the computer simulation

took amplified spontaneous emission and excited state absorption into account. The

distortion of the pulse shape caused by the two competing effects depends on input

pulse width as well as pulse power, pump power, and background-to-pulse power

ratio. With the proper choice of these parameters, we obtained significant pulse ad-

vancement with minimal pulse distortion. We also showed that comparable distortion

reduction can be obtained through use of a mutually incoherent background field, a

procedure that could be much more readily implemented under many circumstances

than adding a coherent background field.

The EDFA has a CPO response time of 10 ms, which is too slow for applications

in telecommunication. However, this long response time facilitates our characteriza-

tion of the properties of the CPO process that we report here. We believe that the

techniques we report here for minimizing pulse distortion can be applied to other

CPO systems that display much faster response [44, 112, 113, 114].



Chapter 5

Conclusions and Discussion

In this thesis, I described my theoretical and experimental studies on two topics in

the area of nonlinear optics. The first topic is interferometric spatial fringe patterns

showing superresolution. In this research, I studied means to achieve an enhancement

of spatial interference resolution over the classical Rayleigh limit through the use

of nonlinear and quantum optical methods. In the second topic, I suggested and

demonstrated a new procedure for fast-light pulse-distortion management which is

caused by coherent population oscillations.

In the first part of this thesis, classical standard interference fringe pattern was

described by quantum mechanics using photon operators and two-dimensional matri-

ces representing individual optical elements. This method was extended to describe

nonlinear interference patterns recorded on a material responding to multi-photon

absorption using classical states of light. The theory indicates that the nonlinear

100
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interference patterns has the narrower feature sizes than standard patterns, but with

a spatial resolution identical to standard patterns. In addition, quantum lithography

recorded by a quantum-state light on a multi-photon absorbing material was stud-

ied, showing that quantum interferometry generates even narrower feature than the

nonlinear interference pattern while keeping a high visibility. The greatest advan-

tage of nonlinear interferometry and quantum interferometry is its ability to enhance

resolution of the interference pattern.

A nonlinear optical, phase-shifted-grating method for improving the resolution of

feature sizes was implemented experimentally using an N -photon lithographic mate-

rial. High spatial confinement of multi-photon interaction is caused by the nonlinear

material’s response, so that a photo-reaction only occurs in a smaller volume than

the light intensity distribution, causing a narrowing of features within the interference

pattern. Using this nonlinear photo-reaction, the phase-shifted-grating method was

proposed by Bentley and Boyd. An M -fold enhancement in resolution compared to

a normal interferometric lithography can be achieved by exposing an N -photon ab-

sorber M times and adjusting the phase difference between the two recording beams

after each exposure. High visibility fringe patterns can be achieved for the case where

the value of N is much larger than that of M. Moreover, for various combinations

of phase shifts between the two arms of the interferometer, various non-sinusoidal

patterns can be recorded. The field amplitude of each exposure is an additional free

parameter for varying the shape of interference patterns as well. If each exposure has
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different energy with controllable phase shift, arbitrary patterns can be obtained.

An experimental demonstration of the phase-shifted-grating method was per-

formed using poly(methyl-methacrylate) (PMMA) which is a UV lithographic ma-

terial. As the first step, linear and nonlinear optical properties of PMMA were ex-

amined. The linear absorption spectrum shows that PMMA is a transparent plastic

passing visible light and strongly absorbing light in the ultraviolet region near 216

nm and 260 nm. In addition, experimental dosimetry was performed to verify the

multi-photon nature of absorption in PMMA by recording interference patterns on a

PMMA film for various recording pulse energies. The experimental result shows that

the slope of the fitted line is about -3.7 indicating that PMMA is a three- and four-

photon absorber at a wavelength of 800 nm. Then, we irradiated the sample with a

single pulse with a pulse energy of 130 µJ to observe a standard interference pattern

recorded on a multi-photon absorption material. The recorded fringe pattern has a

period of 425 nm, which is close to the classical Rayleigh limit of λ/2. To enhance

the resolution of the fringes, we irradiated the sample twice in sequence with a phase

shift of π introduced for the second exposure. The measured AFM image shows that

the period was reduced to 213 nm which is about a quarter of the wavelength of the

recording light, indicating that we achieved a resolution that exceeds the Rayleigh

limit at grazing angle by a factor of two. We also obtained a three-fold enhancement

of resolution by irradiating three exposures in sequence with phase shifts of 2π/3 and

4π/3 for the second and third exposures, respectively. Non-sinusoidal patterns were
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also experimentally obtained by using non-uniform phase shifts between exposures.

As far as we know, this is the first experimental demonstration of spatial resolution

enhancement by the phase-shifted grating method using a real lithographic material.

Quantum lithography (QL) was proposed to obtain superresolution of spatial in-

terference pattern using multi-photon absorption and the quantum N00N states of

photons, but it has not been realized due to low multi-photon absorption efficiency.

Recently, the optical centroid measurement (OCM) method was proposed for achiev-

ing spatial interferometric superresolution with much higher detection efficiency than

that of quantum lithography. Instead of using a detector array whose pixels respond

to multi-photon absorption as in QL, an array of single-photon detectors followed by

postprocessing is used. The locations of the N detectors that fire in response to N in-

cident photons are determined, and the centroid of the positions of those detectors is

computed. A histogram of the positions of optical centroids determined by repeated

measurements is then produced.

Theory predicts that this histogram will have resolution enhancement as much

as QL, but with much higher detection efficiency. An analysis based on the use of

combinatorics was also presented to provide an intuitive understanding of the tradeoffs

between the QL and OCM methods, and we suggested the use of a photon-number-

resolving detector array to eliminate the loss of efficiency due to multi-arrivals at

one pixel. Experimental demonstration was performed for two-photon interference

for both the QL and OCM methods. The two detection systems were prepared using
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multimode fibers (MMFs). For the QL case, a two-photon detector was mimicked

by dividing the output of a single MMF into two additional MMFs monitored by

two single-photon detectors operating in coincidence. The input of the MMF was

scanned using a motorized translation stage in discrete steps while recording the

photon counts. For the OCM case, the optical centroid position of two photons

arriving at spatially separated two MMFs is located at the mean position of two

fibers. We prepared several two-fiber systems having centroid at same position for

various separations between them, and accumulation of the coincidence count rates

at same centroid position measured the marginal probability distribution of optical

centroid. The experimental results show that both QL and OCM have a resolution

enhancement by a factor of two but the OCM method is more efficient than the QL

method. Finally, we succeeded to achieve quantum spatial super-resolution by the

OCM method showing an interference fringe pattern with 2-fold enhanced resolution.

In addition, we achieved phase four-photon interference patterns by varying the phase

of one arm of the interferometer, and this result indicates that multi-photon effects

can be measured by using spatially separated detectors like the OCM detectors not

by using multi-photon absorbing detectors. We feel that the OCM method will be a

powerful means of providing still greater enhancement in resolution with large arrays

of single-photon detectors. This is the first proof-of-principle experiment of the OCM

method of quantum interference patterns.

In the second topic, the pulse-on-background method is studied for minimizing
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pulse distortion induced by the fast-light propagation through an erbium doped fiber

amplifier (EDFA). Anomalous dispersion produced by coherent population oscilla-

tions can induce fast-light pulse propagation, but it also produces pulse distortion.

First, the mechanisms of pulse broadening and pulse compression in an erbium doped

fiber amplifier are introduced. If the input pulse duration is long enough, the “gain

recovery” effect broadens the pulse by adding energy to its trailing edge. Meanwhile,

if the input is superimposed on a background, a gain spectral hole can be induced, and

then the “pulse spectrum broadening” effect compresses the output pulse. By con-

trolling these two competing mechanisms, we can reduce the pulse-width distortion

and pulse-shape distortion.

To model our experimental observations, we performed computer simulations of

pulse propagation through the EDFA by numerically solving the 5-level-system rate

equations for erbium ions including amplified spontaneous emission. Furthermore,

the pulse-on-background method was performed using an erbium doped fiber ampli-

fier. The degree of the pulse-shape distortion can be characterized by the quantity

D and was measured by varying the power of background for various experimental

conditions. The experimental results show that the pulse-shape distortion depends on

input pulse width as well as pulse power, pump power, and background-to-pulse power

ratio. With the proper choice of these parameters, we obtained significant pulse ad-

vancement with minimal pulse distortion. We also showed that comparable distortion

reduction can be obtained through use of a mutually incoherent background field, a
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procedure that could be much more readily implemented under many circumstances.

We believe that the pulse-on-background technique for minimizing pulse distortion

can be applied to other CPO systems that display much faster response.
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