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Abstract
Photonic crystal(PhC) waveguides are used for a wide range of applications with diverse
performance metrics. A waveguide optimised for one application may not be suitable for others
and no one-size-fits-all solution exists. Therefore each application requires a specialised
waveguide design, a computationally and time intensive process. Here, we present a hybrid,
multi-objective optimisation routine for PhC waveguides, to efficiently guide the device design.
The algorithm can be configured to optimise for a wide range of performance metrics and
applications. We demonstrate optimisations for three different applications: slow light
performance, propagation loss due to fabrication disorder and delay line applications. For each
optimisation target, our routine quickly finds practical waveguide designs (<48 h, on a laptop
computer) that match or exceed the performance of state-of-the-art devices designed by the
community over the last 10 years. This is also the first time that scattering loss from fabrication
disorder has been incorporated into an optimisation algorithm, ensuring realistic predictions of a
PhC waveguide design’s practical performance.

Keywords: photonic crystals, optimisation algorithm, design

(Some figures may appear in colour only in the online journal)

Introduction

Slow light in photonic crystal (PhC) waveguides [1–3] has
potential for a wide range of applications, e.g nonlinear optics
[4, 5] or optical delay lines [6]. These applications are enabled
through the processes of dispersion [7–10] and loss engi-
neering [11, 12]. These engineering processes involve the
tuning of the optical characteristics of a PhC waveguide
through slight modifications to the lattice structure. While
many successful PhC structures have been developed through
systematic parameter sweeps and human intuition, the avail-
able design space is too large to fully explore manually.
Therefore the computational optimisation of PhCs has
revealed itself as a promising design method [13–21].

Previous work on the optimisation of PhC waveguides
has been focused on the group index and the low dispersion
bandwidth [15, 16], neglecting other figures of merit (FOMs).
There are two big issues with this approach. First, the topic of

propagation losses in PhC waveguides, often a limiting factor,
has not been addressed in connection with optimisation
algorithms. Second, the previous algorithms have only been
demonstrated for the aforementioned FOMs (group index and
bandwidth), neglecting the fact that different applications
have different FOMs and optimial device design.

In this letter we demonstrate a flexible optimisation
algorithm for the design of application-tailored PhC wave-
guides. The algorithm is capable of optimising for any
definable FOMs, based on an application’s particular needs,
including propagation loss. A key issue for PhC optimisation
is the often conflicting nature of the relevant FOMs [7], for
example, the inherent trade-off between the group index and
operating bandwidth of a waveguide. We therefore include a
multi-objective optimisation algorithm, which can address a
multitude of FOMs simultaneously.

Our algorithm consists of a hybrid optimisation scheme,
combining a multi-objective evolutionary algorithm, for fast
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generation of a family of solutions, with a gradient descent
algorithm, for optimisation of each individual solution
towards a local optimum. The design space chosen for this
paper includes hole position and radius variations. Viability
of results is ensured through constraints on the design para-
meters, which ensure that it is feasible to fabricate the
returned structures.

To demonstrate the robustness and flexibility of our
algorithm, we investigate waveguide designs for three dif-
ferent sets of FOMs. These sets are (1) the group index and
bandwidth, for comparison with the state-of-the art dispersion
engineered waveguides, (2) the group index and propagation
loss, to further explore the loss engineering of PhC wave-
guides, and (3) we also consider the FOMs inherent to the
design of an optical delay line. Finaly, we compare the results
of our waveguide optimisation, which is performed using 2D
simulations, with 3D simulations. The wide range of appli-
cations considered shows the feasibility of of our algorithm as
a design tool through the favourable comparison of our results
with the current state-of-the-art.

PhC waveguide optimisation

A good optimisation algorithm has to fulfil several require-
ments. It should be capable of optimising for multiple FOMs,
even if there is an inherent trade-off between the FOMs under
consideration. It should be flexible, allowing optimisation for
different combinations of FOMs. It should provide a good
coverage of the solution space, while also ensuring that each
solution is at or close to the local optimum. And last but not
least, the results should quickly converge and be good, i.e.
comparable to or better than the state-of-the-art.

We address these requirements by combining two
optimisation approaches into a hybrid optimisation algorithm,
consisting of a multi-objective algorithm that quickly
explores a large solution space for FOMs with inherent trade-
off, with a single objective algorithm that ensures conv-
ergence towards local optima.

Objectives

Many FOMs can be used as objectives during PhC waveguide
design, with the relevant choice of optimisation objectives
depending on the target application. To address the general
case, independent of the specific application under con-
sideration, we represent an arbitrary set of objectives as an n-
dimensional vector ¼o o, , n1[ ].

Design space

For our simulations, we consider W1 based PhC waveguides
consisting of a Si membrane (n=3.48) surrounded by air
(n=1) with a lattice period, a, of 400 nm, although our
algorithm can be applied to other high-refractive-index-con-
trast material systems. Our chosen design space consists of
hole shifts perpendicular [10] and parallel [22] to the wave-
guide, as well as variations of the hole radii [9]. These

variations are limited to the first three rows of the PhC lattice
(see figure 1). We adopt the following conventions to describe
the design parameters:

• pn denotes a shift of the nth row parallel to the waveguide
• sn denotes a shift of the nth row perpendicular to the
waveguide

• rn for ¹n 0 denotes the hole radius for the nth row
• r0 denotes the hole radius for the remaining holes in
the PhC.

We can represent an arbitrary solution in the design space
with the vector  =x r r r r p p p s s s, , , , , , , , ,0 1 2 3 1 2 3 1 2 3[ ].

Constraints

We introduce constraints on the design parameters range
available to the optimisation algorithm, to account for fabri-
cation limitations, for example the need for an interconnected
membrane structure and minimum reproducible feature sizes.
We enforce a minimum separation between holes of a0.1
(40 nm) and a minimum hole radius of a0.2 (80 nm), con-
sistent with typical PhC fabrication [10, 11].

Parallel shifts pn along the waveguide are periodic, with
the period equal to the lattice constant a. In light of this
periodicity, we reduce the design space under consideration
by constraining the parallel shift of a row such
that - < <a p a0.5 0.5n .

Optimisation algorithm

Strength pareto evolutionary algorithm (SPEA)

The SPEA [23] is a genetic multi-objective optimisation
algorithm, well suited to cases that involve a trade-off
between diffeent objectives. Rather than finding a single
optima, SPEA advances an initial set of solutions towards a
front of well-distributed, non-dominated solutions in the
objective space, using iterative randomisation, selection, and
evolution.

A solution with objective on is non-dominated if there is
no other solution ( ¢on), such that ( ¢ >o oi i) for all objectives
[23], i.e. no other solution outperforms this solution across all
objectives. We use the convention that all objectives are to be
maximised, and if necessary redefine our objectives

Figure 1. Sketch of a PhC outlining the design space parameters. A
shift perpendicular to the waveguide is denoted by p, a shift parallel
by s, and the hole radius by r. Rows are numbered going outwards
from the waveguide and all variations are applied symmetrically to
both sides of the waveguide.
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accordingly. For example, propagation loss, α, is undesired
and should be minimised. The objective, oi, corresponding to
propagation loss is therefore evaluated as 1/α.

SPEA uses a fitness (‘strength’) evaluation metric to
select the solutions from the population for evolution, and
clustering to store a wide distribution of solutions [24]. This
allows SPEA to generate a wide range of non-dominated
solutions. This approach is particularly effective when there is
no single ‘best’ solution in the objective space, as is typically
the case when there is a trade-off between different objec-
tives, e.g. group index and bandwidth. This broad coverage of
the possible solution space addresses one of the key
requirements for a waveguide optimisation algorithm.

Relatively steep (RS) gradient descent

An approach to solving multi-objective optimisation pro-
blems is to combine the relevant objectives into a single
scoring function S, for example through a weighted sum, and
then apply single-objective optimisation routines [23], such as
gradient descent [25].

An approximated gradient Sˆ is used to iteratively
minimise S. This iterative minimisation works by updating an
initial solution vector ¾xn via = - +x x c Sn n1

ˆ . Repeated
iterations of this transformation ensure convergence of a
solution to a local minimum, where  »S 0ˆ , in the neigh-
bourhood of the initial solution [25].

The RS gradient descent algorithm uses a variation of
backtracking [25] to scale the descent direction c Sˆ . Back-
tracking is a method of scaling changes to ¾xn , which ensures
that the descent of a solution is convergent. Backtracking
iteratively reduces the magnitude of descent in order to ensure
that changes to ¾xn are sufficiently small. In contrast, the RS
gradient descent variant alternates between maximising and
minimising the magnitude of the descent direction. The var-
iations of a solutionx in the design space can correspond to
much larger fluctuations in the scored objectives. Therefore, it
is more efficient to assume that the magnitude of the optimal
descent direction is proportionately smaller than the full
gradient in most cases. However, when a solution approaches
a local minima, the magnitude of the steepest descent direc-
tion converges to the gradient, and in this case we maximise
the magnitude of the descent direction relative to the gradient.

The gradient descent approach allows one to use any
single objective scoring function S, and thus it is very
flexible.

SPEARS

SPEA, like other Pareto algorithms, leads to a structurally
diverse set of solutions while consistently advancing the
Pareto front during optimisation. These solutions serve as
excellent starting points for RS gradient descent. Applying
gradient descent ensures faster convergence of solutions to
nearby local minima compared to SPEA alone. Furthermore,
the RS variant of gradient descent is particularly adapted to
the sensitive behaviour of PhC FOMs. Our hybrid algorithm,
the SPEARS optimisation routine, does exactly the step

described above. It sequentially combines SPEA, to gain
effective coverage of solutions in the objective space, with RS
gradient descent, to optimise these solutions locally. A gen-
eral case is shown in figure 2. Initial solutions are generated in
the n-dimensional design space and their results for two
FOMs, objective 1 and 2, are calculated (white dots). First the
SPEA algorithm optimises these initial results to a collection
of non-dominated solutions (black dots). It also ensures that
our final solution set has good coverage across the objective
space and provides a ‘front’ of solutions rather than isolated
clusters. The subsequent RS algorithm allows each these
diverse solutions to efficiently converge to their respective
local maxima (arrows). This routine is highly customisable
and can be easily extended to higher dimension objective
spaces and to account for larger numbers of FOMs.

Simulation implementation

We use the MIT photonics band plane wave solver (MPB)
[26] to solve the PhC waveguides. As 3D simulations would
be too resource-consuming for an optimisation algorithm
without migrating to large scale computing systems, we use
the effective period approximation [27] to solve a 2D
equivalent of each waveguide (a reduction in the computation
time by a factor of 100–1000). Our MPB base code [27, 28]
not only solves for the PhC band structure, but also for the
propagation loss [11, 27]. All results presented within this
paper are obtained through simulation runs on a laptop
computer equiped with a 2.2 GHz Intel Core i7 processor,
running 6 threads in parallel. The total memory requirement is
less than 6 GB and an optimisation run is completed in less
than 48 h. For all applications that we consider the standard
W1 waveguide was used as a seed solution, i.e. no prior user
knowledge of PhC waveguide design is assumed, unless

Figure 2. Schematic illustrating how the SPEARS algorithm uses an
initial population (white dots) to find a family of optimised solutions
(black dots) that span the objective space and quickly converge to
their optimal solutions (black arrows). Multiple arrows versus a
single arrow for a solution indicate that different solutions can take a
different number of iterations during the gradient descent step before
convergence is achieved. Here the initial population is optimised to
maximise objective 1 and minimise objective 2.

3

J. Opt. 18 (2016) 115005 S Billings et al



stated otherwise. The waveguide is assumed to be in a 220 nm
thick silicon slab.

Band structure optimisation

The group index, bandwidth and the group-index-bandwidth
product (GBP) are the standard FOMs for slow light wave-
guides [7] and have been used extensively to compare dif-
ferent dispersion engineering approaches.

We use the standard definitions of the group index (ng),
normalised bandwidth (Δω) and GBP:

w
=n

k

d

d
, 1g ( )

w
w w

w
D =

-
, 2

p m

0
( )

w= DnGBP . 3g ( )

Here, ωp and ωm are the frequencies at which the group index
reaches plus or minus 10% compared to the group index at the
central frequency, ω0. The bandwidth and the group index of
a PhC waveguide are competing properties, i.e as the group
index increases the bandwidth decreases and vice versa.
Therefore the GBP has been used as the standard objective for
assessing waveguide optimisation aproaches [16]. Typically
waveguides have group indices in the range of
10<ng<100, with GBP values up to 0.3 (experiment) and
0.5 (theory) [7, 29].

We utilise the SPEARS routine by applying SPEA over
both the group index and bandwidth FOMs to generate a set
of non-dominated solutions, and then apply RS gradient
descent using GBP as a scoring function to further optimise
the generated solutions. Figure 3 shows the distribution of
optimisation results from a single execution of the SPEARS
optimisation routine. Table 1 presents a selection of 10
designs from this solution front. Several solutions (6–8 from
table 1) are state-of-the-art PhCs in terms of the GBP. The

remaining solutions demonstrate designs with high GBP for
the associated group index. These results demonstrate that the
SPEARS routine can quickly generate optimised slow light
waveguide designs that are on-par with the state-of-the-art.

Propagation loss minimisation

While the design of high GBP waveguides is important,
waveguide designs that exhibit high propagation loss are
often impractical and not suited for many applications. Fur-
thermore, there is a strong dependence of propagation loss on
the group index [11], another key FOM for many applica-
tions, once again necessitating a trade-off during device
design.

We optimise for these two FOMs, the group index, ng0,
and the loss computed at this group index α0. It is worth
noting that our design space for this application includes only
radius variations and hole shifts perpendicular to the wave-
guide. We have previously shown [30] that parallel hole
shifts, pn, do generally not result in a reduction of the pro-
pagation loss and initial optimisation runs over the full design
space confirmed this. Runs over the reduced design space
yield a family of solutions, see figure 4, that once again meet
or exceed the current state-of-the-art. For example, a wave-
guide with the design parameters [r0=0.214, r1=0.2,
r2=0.285, r3=0.291, s3=−0.0047, s2=−0.00041,
s1=−0.0489], which has a predicted propagation loss of
α0=46 dB cm−1 at ng0=37, matching the best reported
propagation loss in this group index range (α0=50 dB cm−1

at ng0=36 [11]).

PhC delay line design

Optical delay lines, especially those with tunable delay
values, are a key application for PhC waveguides [2, 3], and
have been demonstrated experimentally [2, 6, 31–33]. The
working principle of a tunable delay line is simple: a PhC
waveguide supports both fast (ng of approximately 5) and
slow light regions. An external tuning mechanism, such as
thermal tuning [32, 34], electrical tuning [34] or ultrafast,
adiabatic frequency tuning [33] can then be used to select
which of these regions a signal pulse will experience and
therefore the time taken to travel through the device.

Ideally, a delay line should provide the largest possible
delay, over the largest possibly bandwidth, with the smallest
footprint, the least amount of group velocity dispersion and
the lowest propagation loss. Here, we optimise a waveguide
for operation as a static element for a 100 Gbit s−1 delay line
(assuming 10 ps pulses).

For a given delay, the footprint is dependent on the group
velocity (and therefore the group index) of the PhC wave-
guide, with a larger group index leading to a smaller footprint.
Therefore, the group index will be the first objective for our
optimisation routine. The second optimisation objective is the
normalised bandwidth wD , as defined in equation (2). As the
last objective, we choose the maximum achievable delay tm

Figure 3. Distribution of solutions in the group index—bandwidth
space. Note that the solutions, all of which are local maxima of the
group index bandwidth product, span both solutions with high group
indices and those with high bandwidths.
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Table 1. SPEARS generated GBP designs. The bandwidth is normalised to the central frequency, see equation (2), and the radii and position shift parameters are normalised to the lattice constant.

GPB ng Bandwidth r0 r1 r2 r3 p1 p2 p3 s1 s2 s3

1 0.467 64.8 0.0074 0.233 0.200 0.384 0.200 −0.136 −0.0422 0.0059 −0.0693 −0.0756 −0.0654
2 0.447 37.5 0.0119 0.228 0.238 0.4 0.2 0.125 0.179 0.0309 0.0639 −0.0978 −0.0761
3 0.392 118 0.0033 0.233 0.2 0.384 0.2 −0.136 0.0051 0.0045 −0.0697 −0.0757 −0.0656
4 0.484 25.1 0.0196 0.2 0.2 0.311 0.2 0.125 0.211 −0.0427 −0.133 −0.0954 −0.078
5 0.465 77.4 0.0061 0.237 0.203 0.384 0.2 −0.142 0.0289 0.0283 −0.0625 −0.102 −0.0467
6 0.493 62.5 0.0082 0.237 0.2 0.384 0.2 −0.135 0.005 0.0066 −0.625 −0.0948 −0.0467
7 0.455 14.4 0.0327 0.207 0.2 0.278 0.227 0.226 0.306 −0.0012 0.198 0.161 0.0254
8 0.491 46.4 0.0107 0.237 0.2 0.384 0.2 −0.113 0.005 0.0066 −0.0624 −0.0989 −0.0466
9 0.491 27.2 0.0187 0.2 0.261 0.356 0.2 −0.142 −0.183 −0.0505 −0.1349 −0.0922 0.0808
10 0.484 14.2 0.0351 0.2 0.2 0.264 0.232 −0.162 −0.211 −0.0427 −0.122 −0.153 −0.0704
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for a given design. This delay is limited either by the group
velocity dispersion or the propagation loss and our routine is
configured to automatically assess which factor is most lim-
iting for a given design.

As in previous work, we set the total acceptable propa-
gation loss for a device to be =IL 10 dBm [7]. Using this
constraint, we derive the loss-limited device length:

a=aL IL . 4m ( )

When an optical pulse encounters group velocity dispersion
the pulse width is increased, leading to a reduced signal to
noise ratio, increased bit error rate and, in the worst case, an
overlap with following pulses. We use the acceptable pulse
width broadening length LD from [35], which is defined as
follows, assuming an initial pulse width of t = 10 ps0 :

t
b

=L
4 ln 2

. 5D
0
2

2( )
( )

In the above, b d dw= k2
2 2 is the group velocity dispersion

coefficient. The loss- and dispersion-limited delay are then
related to the limiting device length by

t =
-

a a
n n

c
L , 6

gs g0 ( )

and

t =
-

b
n n

c
L , 7

gs g0
D2

( )

respectively. Here, ngs is the group index in the slow light
region and ng0 is the group index in the fast light region. For
simplicity and without loss of generality we assume =n 5g0

throughout our analysis.

Both tb2 and ta constrain the maximum achievable delay
of a device. To ensure that both constraints are met, we
evaluate the maximum achievable, tunable delay tm as the

minimum of the two limiting values, i.e.:

t t t= a bmin , . 8m 2
( ) ( )

Our optimisation routine quickly produces designs with
delays exceeding 700 ps, once again meeting or exceeding the
state of the art (217 ps [36]). A collection of these solutions is
seen in table 2. In fact, these delay values are comparable to
those of other types of intricate delay line structures such as
ring-resonator-based delay lines.

Figure 5 shows the maximum tunable delay tm versus the
group index ng. In many devices, e.g. optical resonators, the
bandwidth and achievable delay share a trade off similar to
that of group index and bandwidth, unless the system is
dyamically tuned [37] and it is generally assumed that this
also applies to PhC waveguides. However this behaviour is
not observed here. Instead, devices with an increased delay
show a larger operating bandwidth. We attribute this beha-
viour to the fact that our devices are mainly loss limited. As
seen in figure 5, a large delay is correlated with a lower
operating group index, and therefore a larger bandwidth.

Comparison with 3D simulations

As mentioned earlier, the optimisation routine is implemented
using 2D simulations, with the effective period method [27],
as 3D simulations are too time consuming for a full optim-
isation run. In this section we assess the accuracy of the
optimisation results when compared to 3D simulations of the
structure with the same design parameters. We chose a set of
the most interesting results that match or exceed the current
state-of-the-art.

Performing 3D simulations of designs generated by the
SPEARS algorithm (in 2D) shows that the 2D results gen-
erally underestimate the group index. This is consistent with
the results in [27]. It is worth reiterating here that other 2D
approximation methods, for example the effective index
method, also underestimate the group index and have in fact a
bigger discrepancy to the 3D results [27]. The effect of the
underestimation of the group index on the results of optimised
waveguides depends on the FOMs used for optimisation. As
far as the GBP is concerned, a change in the group index will
also lead to a change in the bandwidth and depending on the
exact dispersion curve this means that the 2D simulations
might under- or overestimate the GBP. For example, in our
simulation run most of the devices had an overengineered
dispersion curve, with multiple peaks in the group index
spectrum. Here an underestimation of the group index also
underestimates the group velocity dispersion and hence
overestimates the bandwidth. Therefore, in our case all of the
GBP results are an overestimation of the true 3D results. For
example a 2D GBP of 0.4843 (result 10 in table 1) reduces to
0.2688 in the 3D simulations. For other FOMs the change is
more systematic and clearer. When modelling propagation
loss, an underestimation of the group index implies that in the
real 3D structure the low scattering region is at a slightly
higher group index, making a comparison with the state of the

Figure 4. Family of solutions for an optimisation run for propagation
loss and group index, over a reduced design space (hole shifts
perpendicular to the waveguide and radius reduction only).
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art even more favourable. In our chosen example, the 2D
structure had a loss of a = -46 dB cm0

1 at =n 37g , while
the 3D simulations showed an even lower propagation loss
(a = -36 dB cm0

1) at a slightly higher group index
( =n 41.5g ). For the delay-line application, both the propa-
gation loss and bandwidth are of importance. However, since
most devices are loss-limited, and the propagation loss is well
approximated by the 2D simulations, most of the delay-line
results are also in reasonable agreement with 3D simulations.
For example, a design with a predicted delay of 676 ps from
2D simulations has a predicted delay of 520 ps in the 3D
simulations, still comparing favourably with the current state-
of-the-art

Conclusion

We demonstrate that the SPEARS optimisation routine is well
suited for PhC waveguide design. Starting from a standard
W1 waveguide it very quickly generates state-of-the-art
solutions for diverse optimisation objectives, with low com-
putational requirements (less than 48 h on a quad core pro-
cessor, less than 6 GB RAM). Longer simulation runs or runs
with high performance computers, both beyond the scope of
this paper, should result in further improvements in

performance, far in excess of the current state-of-the-art. We
demonstrate the flexibility of this approach by optimising for
different applications, including a tunable delay line and the
first demonstration of optimisation for low propagation loss at
high group indices, achieving better than state-of-the art
solutions in all cases. The SPEARS routine can easily be
configured for different applications, through a modification
of the optimisation objectives.

All resources necessary for the SPEARS routine will be
available online [38] and we invite other researchers to make
use of this tool in their own work.

We want to reiterate that our optimisation was performed
using 2D simulations and that before fabrication of devices all
results from 2D simulations should always be corroborated
using 3D modelling. Our own comparison with 3D models
showed that the quality of results is dependent on the FOMs
under consideration, although in all cases the results were of
sufficient quality to serve as a starting point for 3D finalisa-
tion of the device design, which can then be performed over a
much more limited design space.
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